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Abstract The atomic mixing and structural transformations
in a Ag film–Cu substrate system irradiated by a femtosec-
ond laser pulse are investigated in a simulation performed
with a model that couples the classical molecular dynamics
method with a continuum-level description of the laser ex-
citation and subsequent relaxation of the conduction-band
electrons. The higher strength of the electron–phonon cou-
pling in Cu compared to Ag results in preferential sub-
surface heating and melting of the Cu substrate. The melting
is followed by fast cooling and rapid resolidification occur-
ring under conditions of strong undercooling below the equi-
librium melting temperatures of Cu and Ag. The rapid reso-
lidification results in a complex structure of the interfacial
region, where the lattice-mismatched interface is separated
from the Ag–Cu mixing region by an intermediate pseudo-
morphic bcc Cu layer that grows epitaxially on the (001)
face of the fcc Ag film during the final stage of the reso-
lidification process. The new lattice-mismatched interface
has a three-dimensional structure consisting of a periodic
array of stacking fault pyramids outlined by stair-rod par-
tial dislocations. The intermediate bcc layer and the stack-
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ing fault pyramid structure of the mismatched interface are
likely to present a strong barrier for dislocation propagation,
resulting in the effective hardening of the layered structure
treated by the laser irradiation. The concentration profiles in
the atomic mixing region are substantially wider compared
to the width of the equilibrium Cu–Ag interface and have a
pronounced asymmetric shape that reflects the preferential
melting of the Cu substrate.

1 Introduction

Rapid progress in the development of accessible sources of
short (pico- and femtosecond) laser pulses opens up new
opportunities for surface modification with high accuracy
and spatial resolution. In particular, the shallow depth of
the heat-affected zone in short-pulse laser processing of
strongly absorbing materials can result in the confinement
of the laser-induced structural modifications within a surface
layer as small as tens of nanometers, e.g. [1–5]. The small
size of the laser-modified region makes experimental char-
acterization of laser-induced structural changes challenging
and, at the same time, increases the importance of under-
standing the generation, mobility, interactions, and stability
of individual crystal defects.

The fast and highly localized energy deposition in short-
pulse laser processing unavoidably creates the conditions
of strong thermodynamic, electronic, and mechanical non-
equilibrium, making the theoretical description of the struc-
tural transformations difficult. For multi-component and
composite targets, an additional challenge is to provide an
adequate description of the mass transfer and compositional
changes in the transiently heated and melted surface region.
The conventional analysis of the atomic diffusion and ther-
modynamic driving forces [6, 7] is hardly applicable to sys-
tems experiencing a very fast melting–resolidification cycle.
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Atomic-level computer modeling has the ability to pro-
vide detailed information on the complex structural and
phase transformations induced by short-pulse laser irradi-
ation [8–19] and can assist in the advancement of laser-
driven applications. In particular, recent atomistic simula-
tions of laser interactions with metal targets provided in-
sights into the mechanisms and driving forces responsible
for the generation of point defects (vacancies and intersti-
tials) in Cr targets [14], revealed the processes responsible
for the formation of a nanocrystalline structure in regions of
localized photoexcitation of metal films [16], clarified the
effect of the grain boundaries on the kinetics of laser melt-
ing of nanocrystalline Au films [17], and helped to estab-
lish the connections between the maximum melting depth,
photomechanical spallation, and phase explosion in short-
pulse laser interactions with metal targets [18]. First simu-
lations of laser interactions with layered metal targets have
also been reported for Au films deposited on a bulk Cu sub-
strate [19]. The initial energy redistribution and the depth of
the region undergoing melting and resolidification are found
to be strongly affected by the difference in the strength of
electron–phonon coupling of the film and substrate mate-
rials and by the transient variations of the electron–phonon
coupling related to the thermal excitation of lower band elec-
trons [20].

In this paper, we report the results of an atomic-level
simulation of a femtosecond laser interaction with a lay-
ered Ag film–Cu substrate target. Thermodynamically, the
Ag–Cu binary system is characterized by a positive heat of
mixing and an eutectic phase diagram, with virtually no mu-
tual solubility at room temperature. In rapid quenching ex-
periments, however, the metastable fcc solid solutions are
commonly produced in the whole range of the alloy com-
positions, e.g. [21, 22]. The formation of the amorphous
phase is not observed in liquid quenching experiments, but
has been reported for vapor quenching (co-deposition of
the two components to an amorphous substrate held at liq-
uid nitrogen temperature) [23, 24], cold rolling of Ag and
Cu multi-layers [25], and picosecond laser quenching [26].
The extreme heating and cooling conditions realized in
short-pulse laser processing experiments suggest feasibil-
ity of generation of non-equilibrium compositional profiles
and metastable phases in the interfacial region of the lay-
ered Ag–Cu target. While a detailed analysis of the atomic
mixing and structural transformations occurring in the lay-
ered targets under different irradiation conditions will be
presented elsewhere, a particular focus of this paper is on
an unusual effect of a ‘runaway’ lattice-mismatched inter-
face, when the misfit dislocations associated with the lattice-
mismatched interface separate from the Ag–Cu mixing re-
gion and shift into the Cu substrate as a result of the reso-
lidification process occurring under conditions of strong un-
dercooling. A brief description of the computational model

used in the simulations is given in Sect. 2. The results of
the simulation and a detailed structural analysis of the laser-
treated target are presented and discussed in Sect. 3 and are
summarized in Sect. 4.

2 Computational model

The atomic mixing and structural changes generated by
short-pulse laser irradiation are simulated for a system con-
sisting of a 30-nm Ag film deposited on a bulk Cu substrate.
The simulation is performed with a combined atomistic–
continuum model [9, 18] that couples the classical molecu-
lar dynamics (MD) method with a continuum-level descrip-
tion of the laser excitation and subsequent relaxation of the
conduction-band electrons. The model accounts for the fast
electron heat conduction in the metal target and provides an
adequate representation of the fast heating and cooling of
the surface region of the target. A complete description of
the combined atomistic–continuum model is given in [9,
18], whereas the computational setup used in the simula-
tion is similar to the one used for the Cu–Au system in [19].
Briefly, the atomic-level MD representation is used only for
the top 230-nm part of the target (30-nm Ag film and a top
200-nm part of the Cu substrate), whereas the heat transfer
in the deeper part of the target is described by coupled elec-
tron and lattice heat conduction equations (two-temperature
model (TTM) [27]) solved down to the depth of 2.4 µm. This
depth is chosen so that no significant increase in the electron
or lattice temperatures is observed at the bottom of the com-
putational domain during the time of the simulation.

The interatomic interactions in the MD part of the sys-
tem are described by the embedded atom method (EAM)
potential in the form suggested by Foiles, Baskes, and Daw
(FBD) [28]. The potential functions for pure elements are
fitted to the equilibrium lattice constants, sublimation ener-
gies, bulk moduli, elastic constants, and vacancy formation
energies, whereas the parameters of functions describing the
Ag–Cu cross-interaction are fitted to the heat of mixing of
dilute solid solutions. Our implementation of the FBD EAM
potential includes a cutoff function [29] that smoothly brings
the interaction energies and forces to zero at a cutoff dis-
tance of 5.5 Å.

The equilibrium melting temperatures of pure Ag (1,139±
2 K) and Cu (1288 ± 2 K) are calculated in liquid-crystal
coexistence simulations performed at zero pressure for a
system consisting of 5760 atoms (6 × 6 × 40 unit cells),
with liquid-crystal interface oriented along the (001) plane
of the fcc crystal. The hydrostatic zero pressure conditions
are ensured by independent control over the three diago-
nal components of the stress tensor. The error of ±2 K is
obtained by running series of simulations at different tem-
peratures and monitoring the evolution of the liquid-crystal
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interface for 2 ns. The temperatures in the simulations were
varied around the melting temperatures listed above with
a step of 1 K. The growth or disappearance of the liquid
phase is reproducible outside the ±2 K intervals around
the melting temperatures, whereas within these intervals
the dominance of melting or solidification is not apparent.
The values of the melting temperatures are in a reasonable
agreement with the results of earlier coexistence calcula-
tions performed with the same potential [30, 31], where the
values of 1144 K for Ag and 1279 K for Cu are obtained.
The melting temperatures predicted by the FBD EAM are
within 7% of the experimental values of 1235 K for Ag
and 1356 K for Cu [32] and have a similar relation, the
melting temperature of Cu being slightly higher than the
one of Ag. Moreover, the high-temperature [30] and low-
temperature [33–35] parts of the Ag–Cu phase diagram cal-
culated with the FBD EAM potential are in a good semi-
quantitative agreement with the experimental eutectic phase
diagram of this system. The small positive deviation of the
lattice parameter of the Ag–Cu solid solution from Vegard’s
law, predicted with the FBD EAM potential, is also con-
sistent with experimental data obtained for the metastable
fcc phase formed by rapid quenching [33]. We conclude,
therefore, that the FBD EAM potential is appropriate for the
investigation of short-pulse laser processing of the Ag–Cu
layered system.

The top 200-nm part of the Cu substrate and the 30-nm
Ag film in the initial system are represented by fcc crys-
tallites with lateral dimensions of 3.27 nm × 3.27 nm at
300 K and periodic boundary conditions imposed in the di-
rections parallel to the surface of the target. At the bottom
of the MD part of the model, a special pressure-transmitting
boundary condition [36, 37] is applied in order to avoid an
artificial reflection of the laser-induced pressure wave gen-
erated in the surface region by the fast laser energy deposi-
tion. The film and the target have the same crystallographic
orientation, with (001) planes oriented parallel to the sur-
face of the target. Although the FBD EAM potential is fit-
ted to the room-temperature values of lattice constants and
other parameters [28], the fitting is done using static calcu-
lations that do not account for the thermal expansion from
zero to room temperature. As a result, the potential over-
predicts the finite-temperature values of the lattice parame-
ters, e.g. aCu = 3.63 Å and aAg = 4.11 Å are determined in
constant zero pressure MD simulations performed at 300 K
(compared to the experimental values aCu = 3.61 Å and
aAg = 4.09 Å [38]). Nevertheless, the relative values of the
lattice parameters and the corresponding misfit are similar
for both experimental values and the MD results at 300 K,
9aCu = 7.95aAg and (aAg − aCu)/aCu = 0.13, suggesting
that the discrepancy between the calculated and experimen-
tal lattice parameters does not affect the properties of the
Cu–Ag interface.

The lateral size of the computational system corresponds
to nine fcc unit cells in each direction for the Cu substrate
and eight slightly compressed fcc unit cells for the Ag film
at 300 K. Before applying laser irradiation, the initial sys-
tem is equilibrated in a MD simulation performed at 300 K
for 100 ps. The equilibration results in the formation of a
semicoherent interface with an array of misfit dislocations
parallel to 〈110〉 directions in the plane of the interface. The
atomic structure of the interface is shown in Fig. 1, where
the atoms are colored by their type in Fig. 1a and based on
the output of the modified version1 of the structural analysis
suggested in [39] in Fig. 1b. The latter representation allows
for an easy identification of the network of misfit disloca-
tions, with atoms that belong to the dislocation cores colored
yellow and green.

The electron temperature dependences of the thermo-
physical material properties included in the TTM equa-
tion for the electron temperature (electron–phonon coupling
factor and electron heat capacity) are taken in the form
that accounts for the thermal excitation from the electron
states below the Fermi level [20, 40]. The electron ther-
mal conductivity is described by the Drude model relation-
ship, Ke(Te, Tl) = v2Ce(Te)τe(Te, Tl)/3, where Ce(Te) is
the electron heat capacity, v2 is the mean square velocity of
the electrons contributing to the electron heat conductivity,
approximated in this work as the Fermi velocity squared,
vF

2, and τe(Te, Tl) is the total electron scattering time de-
fined by the electron–electron and electron–phonon scatter-
ing rates, 1/τe = 1/τe−e + 1/τe−ph = AT 2

e + BTl. The val-
ues of the coefficient A (2.66 × 106 s−1 K−2 for Cu and
3.57 × 106 s−1 K−2 for Ag) are estimated within the free
electron model, following the approach suggested in [41].
The values of the coefficient B (2.41 × 1011 s−1 K−1 for
Cu and 1.12 × 1011 s−1 K−1 for Ag) are obtained from the
experimental values of the thermal conductivity of solid Cu
and Ag at the melting temperature, 330 W m−1 K−1 for Cu
and 363 W m−1 K−1 for Ag [42]. In the region adjacent to
the Cu–Ag interface, the material properties included in the
TTM equation for the electron temperature are calculated as
linear combinations of the properties of individual compo-
nents taken with weights equal to the local atomic concen-
trations.

1To avoid misidentification of crystalline structures due to small lattice
distortions, the following changes have been made to the method sug-
gested in [39]: the neighbor radii used for finding neighboring atoms
are extended from r2

ij < 1.45r2
0 to r2

ij < 1.69r2
0 for N0 neighbors, and

from r2
ij < 1.55r2

0 to r2
ij < 1.76r2

0 for N1 neighbors; the maximum
cos θjik for χ3 in Table I is changed from −0.705 to −0.195; in step
(v) of Table II, χ0 > 0 is changed to χ7 > 0; in step (vi) of Table II,
the condition for fcc atoms χ0 = 6 is made stronger by adding an ad-
ditional condition χ0 + χ1 + χ2 + χ3 = 30, and the condition for bcc
atoms χ0 = 7 is made stronger by adding an additional condition χ0 +
χ1 + χ2 + χ3 > 30; the expression δhcp = (|χ0 − 3| + |χ0 + χ1 + χ2 +
χ3 − 9|)/12 is changed to δhcp = (|χ0 − 3| + |χ0 + χ1 + χ2 − 9|)/12.
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Fig. 1 Initial configuration of the Cu–Ag interface equilibrated at
300 K. Two atomic layers adjacent to the interface are shown, with
atoms colored by their type (red for Cu and green for Ag) in (a) and
based on the output of the structural analysis suggested in [39] (see
footnote 1) (light blue and green atoms belong to atomic configura-

tions that correspond to fcc and hcp structures, respectively; the struc-
ture around the yellow atoms cannot be assigned to any crystal struc-
ture) in (b). The lines of misfit dislocations are shown by black arrows
with small blue arrows indicating the corresponding Burgers vectors,
�b1 = 1

2 [110] and �b2 = 1
2 [1̄10]

The irradiation of the layered target with a 200-fs laser
pulse is represented through a source term added to the equa-
tion for the electron temperature. The source term simulates
excitation of the conduction-band electrons by a laser pulse
with a Gaussian temporal profile and reproduces the expo-
nential attenuation of laser intensity with depth under the
surface (Beer–Lambert law). In order to account for the bal-
listic energy transport occurring before the thermalization
of the excited electrons [19, 43, 44], the optical absorption
depth, λopt, is substituted in the source term by an effec-
tive range of the laser energy deposition, λopt + λball [9, 19,
43]. The strong dependence of the electron–electron scatter-
ing on the excitation energy [44] and modification of the
scattering rates in the Ag–Cu interfacial region introduce
uncertainty to the estimation of the effective depth of the
ballistic energy transport [19]. In the simulation reported in
this paper, we assume the effective range of the laser energy
deposition to be λopt + λball = 100 nm. As shown in [19]
for the Au–Cu system, the variation of λopt + λball affects
the values of laser fluence required for the onset of the in-
terfacial melting or complete melting of the film, but does
not change the qualitative picture of the laser-induced pro-
cesses.

3 Results and discussion

3.1 Laser heating and sub-surface melting

The simulation discussed in this paper is performed for the
layered Cu–Ag system irradiated by a 200-fs laser pulse at
an absorbed fluence of 130 mJ/cm2. This fluence is ∼1.3

times higher than the fluence required for the onset of sub-
surface melting of the interfacial region (∼100 mJ/cm2) and
∼1.2 times lower than the threshold fluence for photome-
chanical spallation [45] of the Ag film from the Cu sub-
strate (∼160 mJ/cm2). The contour plots in Fig. 2 show
the evolution of the lattice temperature, pressure, and den-
sity in the irradiated target. Although immediately after the
laser pulse the electron temperature in the Ag film is sub-
stantially higher than the one in the underlying Cu substrate,
the lattice temperature increases faster at the Cu side of
the Cu–Ag interface, Fig. 2a. This preferential sub-surface
heating can be explained by substantially stronger electron–
phonon coupling in Cu compared to Ag (room-temperature
values of the electron–phonon coupling factor are ∼5.5 ×
1016 W m−3 K−1 for Cu and ∼2.5 × 1016 W m−3 K−1 for
Ag and the difference becomes larger with increasing elec-
tron temperature due to the stronger contribution of ther-
mally excited d-band electrons in the case of Cu [20]).
A similar effect of sub-surface heating in femtosecond laser
interactions with layered targets has been predicted in TTM
calculations performed for Cr–Au targets [46] and in TTM-
MD simulations of Cu–Au targets [19]. In both cases, the
faster increase of the lattice temperature in the Cr or Cu lay-
ers was attributed to the stronger electron–phonon coupling
in Cr and Cu compared to Au.

The rapid heating of the upper part of the Cu substrate
leads to the build up of high compressive stresses that drive
compressive pressure waves deeper into the bulk of the tar-
get and in the direction of the free surface, Fig. 2b. The
reflection of the wave from the free surface of the Ag
film transforms it to an unloading tensile wave that follows
the compressive wave propagating into the bulk of the Cu
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substrate. Both compressive and tensile components of the
laser-generated pressure wave are transmitted through the
pressure-transmitting boundary at the bottom of the atom-
istic part of the computational model without any noticeable
reflection.

� Fig. 2 Contour plots of the lattice temperature (a), pressure (b), and
density (c) for a simulation of a Cu–Ag target irradiated with a 200-fs
laser pulse at an absorbed fluence of 130 mJ/cm2. The laser pulse is
directed along the Y -axis, from the top of the contour plots. The black
lines separate the melted regions from the crystalline parts of the target.
The red lines separate the atomistic (TTM-MD) and continuum (TTM)
parts of the computational domain. The red rectangle in (a) shows the
region and time interval for which snapshots are shown in Fig. 4. The
density scale in (c) is normalized to the density of Cu before the irradi-
ation (at 300 K), ρ0. The fine ‘fingerprint’-type pattern observed in the
crystalline parts of the target in the density plot is an artifact of the data
analysis method—the physical properties are averaged over 1-nm-thick
slices and the stepwise variation of the number of atoms (and density)
in each slice corresponds to an atomic layer entering/leaving the slice
due to the material displacement in response to the pressure waves and
thermal expansion

The rising lattice temperature in the top part of the sub-
strate quickly exceeds the melting temperature of Cu and
leads to the fast homogeneous melting of a ∼55-nm region
of the substrate. The melted part of the target is outlined by
the black lines in Fig. 2 and is particularly apparent in the
density plot (Fig. 2c), where the difference in densities of
liquid Cu, solid Cu, and solid Ag makes it easy to distin-
guish the melted region from the rest of the substrate. Simi-
larly, the boundary of the melted region can be identified by
a jump in the level of pressure in Fig. 2b. The hydrostatic
pressure conditions and complete relaxation of stresses are
quickly achieved in the melted part of the substrate, whereas
the laser-induced compressive stresses in the crystalline part
of the target cannot completely relax by the uniaxial ex-
pansion in the direction normal to the surface. The uniax-
ial expansion of the crystalline part of the target results in
anisotropic lattice deformations and corresponding quasi-
static anisotropic stresses that slowly decrease with cooling
of the surface region by heat conduction to the bulk of the
target.

The melting starts just below the Cu–Ag interface at
∼10 ps and continues during the following 40 ps, reaching
the maximum depth of ∼85 nm below the initial position
of the surface of the target. The nucleation of the liquid re-
gions at the end of the melting process is assisted by the ten-
sile stresses associated with the unloading wave propagating
through the melting region. A relatively small (∼3-nm deep)
part of the Ag film adjacent to the Cu–Ag interface also un-
dergoes melting.

3.2 Cooling and resolidification

The strong temperature gradient and the fast electronic heat
conduction in Cu lead to the rapid cooling of the surface
region of the irradiated target and, by the time of 100 ps,
the temperature in the whole melted region drops below the
equilibrium melting temperature of Cu. The velocity of the
resolidification front increases with increasing undercool-
ing of the melted Cu and reaches the maximum velocity of
∼100 m/s by the time of ∼700 ps, Fig. 2.
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Fig. 3 Time dependence of the lattice temperature of the interfacial
region of a Cu–Ag target irradiated with a 200-fs laser pulse at an ab-
sorbed fluence of 130 mJ/cm2. The horizontal dashed lines show the
equilibrium melting temperatures of the FBD EAM Cu and Ag ma-
terials. The lattice temperature is calculated from the average kinetic
energy of atoms in a 5-nm layer adjacent to the interface. The gray
area marks the time interval from 840 to 960 ps, during which a reso-
lidification front propagates through the region of atomic mixing from
the side of the Ag film and meets another resolidification front that
propagates from the side of the Cu substrate (see Fig. 4). The release
of the latent heat of melting upon solidification of the interfacial region
is responsible for the transient temperature increase during the time of
the solidification

From the Ag side of the melted region, a noticeable
advancement of the resolidification front is observed only
starting from ∼400 ps, when the temperature of the Cu–Ag
interface drops down to ∼1,080 K, Fig. 3. This second reso-
lidification front propagates with a relatively low average
velocity of ∼8 m/s for ∼275 ps (until the time of ∼675 ps)
and then slows down and remains almost immobile for the
following ∼165 ps. The low velocity of the second resolidi-
fication front can be explained by slower solidification kinet-
ics in binary systems and, more importantly, by the depres-
sion of the melting temperature (liquidus line) with respect
to the pure Ag and Cu. The range of diffusional mixing of
Cu and Ag atoms quickly extends up to the solid part of the
Ag film and the resolidification front propagates through the
melt with increasing concentration of Cu atoms. The prop-
agation of the resolidification comes to a temporal halt at
∼675 ps, when the composition of the melt becomes close
to the eutectic composition of ∼36 at.% Cu estimated for
the FBD EAM Cu–Ag system [30].

While the resolidification front from the Ag side remains
stuck in the mixing region and the resolidification front
from the Cu side propagates at its maximum velocity, the
temperature of the Cu–Ag interface continues to decrease
with the cooling rate of ∼3 × 1011 K/s, Fig. 3. Finally,
when at ∼840 ps the temperature of the interface drops
down to ∼950 K (close to the estimated eutectic tempera-
ture of 904 K [30]), the resolidification front on the Ag side

Fig. 4 Snapshots of the evolution of the atomic structure in the region
of the Cu–Ag interface in the simulation illustrated by the contour plots
in Fig. 2. The snapshots are taken for the region and the time interval
marked in Fig. 2a by the red rectangle. Atoms are colored according to
their type—Ag atoms are colored red and Cu atoms are colored blue.
To reduce the thermal noise in atomic positions, the configurations are
quenched for 0.2 ps using a velocity dampening technique (see text).
The fast quenching does not introduce any structural changes to the
atomic configurations but makes the visual analysis more straightfor-
ward. The vertical white lines in each snapshot show the approximate
locations of resolidification fronts propagating from the Ag (left) and
Cu (right) sides of the system and meeting each other at ∼955 ps

starts to move again and slowly, with an average velocity of
∼25 m/s, passes through the remaining part of the mixing
region within the following 60 ps. After crossing the mix-
ing region, the resolidification front sharply accelerates and
propagates through the undercooled Cu with a velocity sim-
ilar to the one of the resolidification front propagating from
the Cu substrate, ∼100 m/s. The atomic-level view of the
resolidification process in the vicinity of the mixing region
is provided by snapshots of atomic configurations shown in
Fig. 4, where the positions of the two resolidification fronts
are marked by white vertical lines. The two resolidification
fronts meet each other at ∼955 ps and form a new lattice-
mismatched interface at a distance of ∼6.5 nm from the cen-
ter of the mixing region. This new mismatched interface is
remarkable, since it is located inside the Cu substrate and is
separating the bulk of the fcc Cu substrate from an interme-
diate Cu layer with a structure that forms as a result of the
pseudomorphic epitaxial growth on (001) Ag. The structure
of the new mismatched interface, the intermediate Cu layer,
and the factors that facilitate the epitaxial growth of Cu on
the Ag lattice are discussed below.
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Fig. 5 Concentration profiles (a), number of atoms in atomic planes
(b), spacing between {200} planes of the original fcc structure (c), and
ratio c/a of the bct lattice constants (d) shown for a region adjacent to
the Ag–Cu interface. The analysis is performed for an atomic config-
uration obtained by the end of the simulation (1.59 ns after the laser
pulse) and quenched by applying the velocity dampening technique
for 0.2 ps (the snapshots of the corresponding atomic configurations
are shown in Fig. 6a–c). The definitions of the structural parameters
shown in the plots are illustrated in (e). Each point in (a) and (b) is
calculated for an individual atomic plane parallel to the surface of the
layered system. The atomic planes correspond to (002) planes in the
original fcc structures of the Cu substrate and the Ag film. In (c), dxy

corresponds to the average spacing between the neighboring atomic
planes that correspond to (200) and (020) planes in the fcc structure,
dz corresponds to the average spacing between the neighboring (002)
planes of the fcc structure, and atoms that do not belong to fcc or
bcc/bct atomic configurations are excluded from the averaging. In (d),
the ratio c/a is defined as shown in (e), so that the perfect fcc and
bcc structures are treated as general bct structures with ideal ratios of
c/a = √

2 and 1, respectively. The gray, green, and yellow areas in
the plots mark the regions of atomic mixing, pseudomorphic epitaxial
layer of Cu on Ag, and corrugated lattice-mismatched interface con-
sisting of stacking fault pyramids illustrated in Fig. 7, respectively

3.3 Structure of the resolidified region

To better understand the unusual phenomenon of the ‘run-
away’ lattice-mismatched interface, when the lattice-mis-
matched interface separates from the Ag–Cu mixing region
and shifts into the Cu substrate, we consider the composi-
tion profiles and distributions of structural characteristics in
a part of the target that includes both the atomic mixing re-
gion and the new lattice-mismatched interface, Fig. 5. The
analysis is performed for an atomic configuration obtained

by the end of the simulation, 1.59 ns after the laser pulse.
The average composition and structural characteristics are
calculated for individual atomic planes parallel to the sur-
face of the layered system. These atomic planes correspond
to (002) planes in the original fcc structures of the Cu sub-
strate and Ag film. To reduce the thermal noise in atomic po-
sitions, the analysis is preceded by quenching of the atomic
configuration for 0.2 ps using a velocity dampening tech-
nique, where the velocity of each individual atom is set to
zero at the time when the kinetic energy of the atom maxi-
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mizes. The fast quenching does not introduce any structural
changes to the atomic configuration but makes the visualiza-
tion and structural analysis more straightforward.

The concentration profiles produced by the laser process-
ing of the layered target are shown in Fig. 5a. The width of
the region of atomic mixing, shown as a gray area in Fig. 5,
is ∼5.6 nm. This width is substantially wider compared to
the width of the composition profiles predicted in Monte
Carlo simulations for equilibrium interfaces, ∼1 nm [35].
The difference can be explained by the high rates of the
cooling and resolidification processes realized in short-pulse
laser processing. The high atomic mobility and unlimited
solubility in the liquid state result in a rapid mixing in the
transiently melted interfacial region. The subsequent fast
resolidification happens within hundreds of picoseconds and
does not allow for any significant compositional changes in
the mixing region, thus resulting in the formation of non-
equilibrium concentration profiles. The concentration pro-
files in Fig. 5a exhibit a noticeable asymmetry with respect
to the location of the equal concentrations of Cu and Ag.
The location where the concentration of the components is
50 at.% is shifted by ∼0.6 nm with respect to the center
of the mixing region. The asymmetry in the concentration
profiles can be attributed to the asymmetry in the interfa-
cial melting that takes place mainly in the Cu substrate and
only affects a shallow (up to 3 nm) part of the Ag film. The
liquid-crystal interface provides a natural limit for the dif-
fusion of Cu atoms into the Ag film and the advancement
of the resolidification front from the Ag side confines the
atomic mixing to an increasingly smaller part of the film.
For example, one can see from the top snapshot in Fig. 4
that the Ag side of the interface has resolidified by the time
of 840 ps, whereas the Cu side is still melted and is a subject
of continued diffusion of Ag atoms into the Cu substrate.

The shift of the lattice-mismatched interface from the re-
gion of atomic mixing to the Cu substrate is apparent by
comparing the concentration profiles in Fig. 5a with the
distribution of the number of atoms per atomic monolayer
shown in Fig. 5b. Even though there are almost no Ag atoms
below the depth of ∼11 nm, the region where each layer
consists of ∼128 atoms, as in the Ag crystal, extends down
to ∼13.4 nm. The number of atoms per atomic layer jumps
from 128 to 162, the value characteristic of the Cu fcc crys-
tal, within a narrow region from 13.4 to 14.7 nm (marked by
yellow color in Fig. 5), signifying the new location of the
lattice-mismatched interface. A detailed discussion of the
atomic structure of the mismatched interface is provided in
Sect. 3.4.

Now we consider the structure of the intermediate 2-nm-
wide region that separates the regions of Ag–Cu mixing
and the new lattice-mismatched interface. As discussed in
Sect. 3.2, the structure of this region, marked by green color
in Fig. 5, is formed as a result of coherent epitaxial growth

of Cu on Ag, with Cu atoms adopting the packing density of
(002) planes of the Ag fcc lattice. Similarly to the number
of atoms per atomic plane (Fig. 5b), the average spacing dxy

between the neighboring (200) or (020) planes, defined as
shown in Fig. 5e, does not experience any noticeable change
upon the transition from the Ag to the Cu part of the system
and drops to the value characteristic of the Cu crystal only
at the lattice-mismatched interface, Fig. 5c. On the contrary,
the spacing dz between the (002) atomic planes gradually
decreases with decreasing concentration of Ag, saturates at
an almost constant value of ∼1.48 Å in the region of the
epitaxial layer of Cu on Ag, and increases to the value of
the Cu substrate upon crossing the mismatched interface.
The large disparity between the values of dz and dxy in the
epitaxial layer suggests that the structure changes upon the
transition through the mixing region.

In the regions away from the Ag–Cu intermixing and
epitaxial layers, the difference in the levels of dz and dxy

reflects the lateral confinement of the fcc lattice in the di-
rections parallel to the surface of the irradiated target. The
surface region of the target heated by the laser pulse can
only expand in the direction normal to the surface, leading
to the split between dz that increases due to the relaxation
of the z-component of thermoelastic stresses and dxy that is
fixed at its room-temperature value. The levels of the com-
pressive stresses at a time of 1.59 ns after the laser pulse
are σxx = σyy = −0.6 GPa on the Cu side of the lattice-
mismatched interface and σxx = σyy = −1.3 GPa on the Ag
side, above the atomic mixing region. The difference in the
levels of the compressive stresses can be explained by the
larger thermal expansion coefficient of Ag compared to Cu
and the slightly compressed initial state of the Ag film at
300 K (see Sect. 2). The compressive stresses are also re-
flected in the pressure contour plot shown in Fig. 2b. The
positive values of pressure, defined as a negative 1/3 of the
first invariant of the stress tensor, P = −(σxx +σyy +σzz)/3,
contain contributions mainly from the first two diagonal
components of the stress tensor, σxx and σyy .

The distinct decrease in the value of dz upon the transi-
tion through the mixing region signifies the compression of
the fcc lattice in the z direction and can be interpreted as a
transformation from fcc to bcc structure along the so-called
Bain path [47]. Both crystal structures can be represented
by a body centered tetragonal (bct) structure with the ratio of
bct lattice constants c/a = √

2 for a perfect fcc structure and
c/a = 1 for a perfect bcc structure, Fig. 5e. The change in
the value of dz (and the corresponding bct lattice parameter
c) and the substitution of Ag atoms by ‘smaller’ Cu atoms
upon crossing the mixing region result in a gradual transfor-
mation of the structure from laterally compressed fcc struc-
ture of Ag to a bcc lattice composed of Cu atoms. The bcc
structure is slightly compressed in x and y directions since
the lattice parameter of the bcc structure is fixed at a value of
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d
Ag
xy

√
2 = 2.89 Å and the lattice parameter of the metastable

bcc Cu predicted for a temperature of 800 K by the FBD
EAM potential is 2.91 Å (see below). The transition from
the fcc Ag to the bcc Cu structure is apparent from the spa-
tial variation of the c/a ratio shown in Fig. 5d, where the
values of the c/a ratio that correspond to the perfect fcc and
bcc lattices are marked by horizontal lines. The analysis of
the local atomic structure also supports the conclusion on
the bcc structure of the epitaxial layer located between the
atomic mixing region and the displaced misfit interface. In
the snapshots of the atomic configuration shown in Fig. 6b
and c, the atoms are colored according to the local atomic
structure and most of the atoms in the epitaxial layer are
identified as bcc atoms.

The observation of the bcc structure of the epitaxial layer
can be related to the results of experimental [48, 49] and
computational [50] investigations of thin Cu films deposited
on a Ag (001) substrate, where a pseudomorphic growth of
bcc Cu is observed for film thicknesses of up to 10 mono-
layers. A good match between the lattice parameter of the
bcc Cu structure and the first-neighbor distance in the fcc
Ag structure, combined with a relatively small energy differ-
ence between the fcc and bcc Cu structures (the difference in
the cohesive energies of the two structures predicted with the
FBD EAM potential is 22 meV/atom, which is comparable
to 20–40 meV/atom predicted in ab initio calculations [51,
52]) are the factors that facilitate the pseudomorphic epi-
taxial growth of the bcc Cu layer on the (001) face of the
Ag crystal.

To further investigate the stability of bcc Cu, we per-
formed two series of short (50 ps) simulations for a bcc sys-
tem with the size of 25 × 25 × 25 unit cells (31,250 atoms)
and periodic or free boundary conditions applied in all direc-
tions. The simulations are performed for different values of
temperature. In the case of the periodic boundary conditions,
constant zero pressure is maintained during the simulations.
We find that, when the periodic boundary conditions are ap-
plied, the bcc structure spontaneously transforms into a mix-
ture of fcc and hcp close-packed structural regions at tem-
peratures below 480 K. Above 480 K, the bcc structure re-
mains stable for the duration of the simulations, 50 ps. With
free boundary conditions, the bcc structure collapses into a
mixture of fcc and hcp regions below 1,000 K and remains
stable above 1,000 K. Thus, the bcc structure exhibits an in-
creased stability with increasing temperature. The melting
temperature of bcc Cu, determined using the same liquid-
crystal coexistence method discussed in Sect. 2 for fcc Cu,
yields the melting temperature of 1,262 ± 3 K, more than
20 K below that of the fcc Cu structure. The lower value of
the melting temperature indicates that, despite the increase
in the stability of the bcc Cu structure with increasing tem-
perature, it remains a metastable non-equilibrium structure
up to the melting temperature of the FBD EAM Cu material.

Fig. 6 Snapshots of the atomic configurations in a region adjacent to
the Ag–Cu interface. The atomic configuration shown in (a)–(c) is ob-
tained by the end of the simulation (1.59 ns after the laser pulse) and
quenched by applying the velocity dampening technique for 0.2 ps.
The atomic configuration shown in (d) and (e) is obtained by a grad-
ual cooling (5 K/ps) of the system shown in (a)–(c). In (a), atoms are
colored by their type: red for Ag and blue for Cu. In (b)–(e), atoms are
colored according to the output of the structural analysis of [39] (see
footnote 1): light blue, green, and blue atoms belong to local atomic
configurations with fcc, hcp, and bcc/bct structures, respectively; the
structure around the yellow atoms cannot be assigned to any crystal
structure and is characteristic of point defects and dislocation cores.
The fcc atoms are blanked in (c) and (e) to expose the defect struc-
ture. The region shown in (a)–(c) corresponds to the region for which
the distributions of structural and physical characteristics are shown in
Fig. 5. The snapshots shown in (d) and (e) are aligned with the ones in
(a)–(c) to match the location of the lattice-mismatched interface

In the Cu–Ag target irradiated by the laser pulse, the epi-
taxial bcc Cu layer is stabilized by the presence of the un-
derlying Ag (001) structure and remains stable during the
cooling of the interfacial region down to 800 K (Fig. 3). The
cooling rate in the combined TTM-MD simulation slows
down with time and, to test the stability of the bcc structure
upon further cooling more quickly, we performed a simula-
tion of a faster cooling (with a rate of 5 K/ps) of the final
atomic configuration obtained by the time of 1.59 ns in the
TTM-MD simulation. In the simulation of the fast cooling,
the bcc structure of the epitaxial layer remains stable down
to the temperature of 300 K but transforms to a close-packed
structure characterized by a mixture of hcp and fcc structural
regions upon further cooling, Fig. 6d and e.

3.4 Structure of the runaway lattice-mismatched interface

Detailed analysis of the interface separating the pseudomor-
phic epitaxial layer of bcc Cu from the rest of the Cu sub-
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Fig. 7 Structure of the ‘runaway’ lattice-mismatched interface gen-
erated in the Ag–Cu system irradiated by a 200-fs laser pulse. The
interface is located in the Cu substrate, below the Cu–Ag mixing re-
gion and the view from the side of the Cu substrate is shown in (a).
Similarly to Fig. 6c, atoms are colored according to the local atomic
structure, with green atoms located within the planes of intrinsic stack-
ing faults in the fcc structure (local hcp configurations), yellow atoms
cannot be assigned to any crystal structure and belong to the disloca-
tion cores, and fcc atoms are blanked to expose the structure of the

interface. The structure of the interface is represented by an array of
stacking fault pyramids outlined by stair-rod partial dislocations. The
lines of stair-rod partial dislocations in the base and at the edges of the
pyramids (Lomer–Cottrell and Hirth locks, respectively) are shown by
blue and red arrows. Examples of the dislocation reactions responsible
for the formation of the locks are shown in the figure. A schematic rep-
resentation of a structural element of the interfacial structure is shown
in (b)

strate reveals a corrugated structure that has a thickness of
∼1.6 nm and is more complex compared to the plane array
of 1

2 〈110〉 misfit dislocations shown in Fig. 1b for the origi-
nal sharp semicoherent Cu–Ag interface. The atomic struc-
ture of the interface is shown in Fig. 7, where atoms are col-
ored according to the local atomic structure and fcc atoms
are blanked to expose the structure of the interface. The in-
terface consists of a periodic array of stacking fault pyra-
mids outlined by stair-rod partial dislocations [53], with the
lateral periodicity of the array matching that of the original
semicoherent interface, Fig. 1b. A schematic representation
of a pyramid is shown in Fig. 7b. The partial dislocations
in the base of each pyramid are identified as Lomer–Cottrell
locks with �b = 1

6 〈110〉 and the partial dislocations forming

the edges of the pyramids are Hirth locks with �b = 1
3 〈010〉.

The faces of the pyramids are intrinsic stacking faults that
show up as the layers of hcp atoms in Fig. 7a.

The interfacial structure consisting of the stacking fault
pyramids can be considered as a product of dissociation of
the original grid of perfect �b = 1

2 〈110〉 dislocations shown
in Fig. 1b. The corresponding dislocation reactions can be
illustrated by considering a perfect dislocation with �b =
1
2 [110] and dislocation line oriented along the [11̄0] di-
rection (intersection of (111) and (1̄1̄1) crystallographic
planes). This dislocation can split into two perfect dislo-
cations, 1

2 [110] = 1
2 [011] + 1

2 [101̄], with the corresponding
slip planes of (1̄1̄1) and (111). These two dislocations can
dissociate into two partial dislocations by the following re-
actions: 1

2 [011] = 1
6 [112] + 1

6 [1̄21] in the (1̄1̄1) plane and
1
2 [101̄] = 1

6 [21̄1̄] + 1
6 [112̄] in the (111) plane. Then 1

6 [1̄21]
can react with 1

6 [21̄1̄] to generate a Lomer–Cottrell lock at

the intersection [11̄0] of planes (111) and (1̄1̄1) through
the reaction 1

6 [1̄21] + 1
6 [21̄1̄] = 1

6 [110] shown in Fig. 7a.
Similarly, a Lomer–Cottrell lock at the intersection [110] of
planes (11̄1̄) and (1̄11̄) can be generated through the reac-
tion 1

6 [121̄] + 1
6 [2̄1̄1] = 1

6 [1̄10], etc. As an example of the
generation of Hirth locks along the edges of the pyramids,
a reaction 1

6 [112] + 1
6 [1̄12̄] = 1

3 [010] producing a stair-rod
partial dislocation at the intersection [1̄01̄] of planes (11̄1̄)

and (1̄1̄1) is also shown in Fig. 7a.
The formation of continuous stacking fault interfacial

structures similar to the ones described above has been
suggested in [54] for Cu–Ni interfaces subjected to tensile
stresses in the plane of the interface. The results of Monte
Carlo simulations performed for Ag–Cu interfaces [55,
56] also suggest that the (001) Cu–Ag interface is unsta-
ble against decomposition into {111} facets, which leads to
the formation of Ag-rich pyramidal protrusions into the Cu-
rich phase. The dissociation of the interface into the stacking
fault pyramids creates a strong barrier to slip [54] and results
in the effective hardening of the interfacial region.

4 Summary

The atomic mixing and structural transformations in a Ag
film–Cu substrate system irradiated by a femtosecond laser
pulse were investigated with a computational model that
combines the classical MD method with a continuum de-
scription of laser excitation, electron–phonon equilibration,
and electron heat conduction. The initial energy redistribu-
tion and the location/depth of the region undergoing melt-
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ing and resolidification are strongly affected by the differ-
ence in the strength of electron–phonon coupling of the film
and substrate materials and by the transient variations of the
electron–phonon coupling related to the thermal excitation
of lower band electrons. The higher strength of the electron–
phonon coupling in Cu compared to Ag results in a prefer-
ential sub-surface heating and melting of the Cu substrate.

The steep temperature gradient and fast electronic heat
conduction in Cu result in a very high cooling rate, up to
∼3 × 1011 K/s, and create the conditions of strong under-
cooling in the melted region. Although the velocity of epi-
taxial regrowth of the Cu substrate reaches its maximum
value of ∼100 m/s, the complete resolidification of the
melted part of the target takes almost a nanosecond and the
temperature of the interfacial region drops to values that are
close to the eutectic temperature of the Cu–Ag system. At
these temperatures, the second resolidification front starts to
propagate from the side of the Ag film, crosses the mixing
region, and meets the first resolidification front moving from
the Cu side. As a result of this resolidification process, the
new lattice-mismatched interface is separated from the Ag–
Cu mixing region and shifted into the Cu substrate.

Detailed analysis of the structure of the resolidified part
of the layered target indicates that the Cu–Ag mixing re-
gion is separated from the new lattice-mismatched interface
by an intermediate 2-nm-wide pseudomorphic bcc Cu layer
that grows epitaxially from the (001) face of the fcc Ag
film during the final stage of the resolidification process.
The lattice-mismatched interface that separates the pseudo-
morphic epitaxial bcc Cu from the rest of the Cu substrate
is found to have a complex three-dimensional corrugated
structure consisting of a periodic array of stacking fault
pyramids outlined by stair-rod partial dislocations (Lomer–
Cottrell locks in the base of the pyramids and Hirth locks at
the edges of the pyramids). The intermediate bcc layer and
the stacking fault pyramid structure of the ‘runaway’ mis-
matched interface are likely to present a strong barrier for
dislocation propagation, resulting in the effective hardening
of the layered structure treated by the laser irradiation.

The concentration profiles in the atomic mixing region
generated as a result of laser-induced melting and resolid-
ification are more than five times wider compared to the
width of the equilibrium interface in this immiscible sys-
tem. Moreover, the preferential melting of the Cu substrate
creates the conditions for the formation of asymmetric con-
centration profiles, with a more extensive diffusion of Ag
atoms into the Cu substrate compared to the diffusion of Cu
atoms into the Ag film.

Acknowledgements The work is supported by the National Science
Foundation through Grant No. DMR-0907247 and the Air Force Of-
fice of Scientific Research through Grant No. FA9550-09-1-0245. The
authors would like to thank Dr. Roland Hergenröder and Dr. Evgeny
L. Gurevich of the Institute for Analytical Sciences in Dortmund, Ger-
many for insightful and stimulating discussions.

References

1. Q. Feng, Y.N. Picard, H. Liu, S.M. Yalisove, G. Mourou, T.M.
Pollock, Scr. Mater. 53, 511 (2005)

2. T. Höche, D. Ruthe, T. Petsch, Appl. Phys. A 79, 961 (2004)
3. J. Jia, M. Li, C.V. Thompson, Appl. Phys. Lett. 84, 3205 (2004)
4. V. Margetic, K. Niemax, R. Hergenröder, Anal. Chem. 75, 3435

(2003)
5. R.L. Harzic, N. Huot, E. Audouard, C. Jonin, P. Laporte, Appl.

Phys. Lett. 80, 3886 (2002)
6. C. Xie, Surf. Coat. Technol. 113, 1 (1999)
7. T. Sameshima, S. Usui, Jpn. J. Appl. Phys. 26, L1208 (1987)
8. E. Ohmura, I. Fukumoto, I. Miyamoto, Int. J. Jpn. Soc. Precis.

Eng. 32, 248 (1998)
9. D.S. Ivanov, L.V. Zhigilei, Phys. Rev. B 68, 064114 (2003)

10. X.W. Wang, J. Phys. D: Appl. Phys. 38, 1805 (2005)
11. A.K. Upadhyay, H.M. Urbassek, J. Phys. D: Appl. Phys. 38, 2933

(2005)
12. C. Cheng, X. Xu, Phys. Rev. B 72, 165415 (2005)
13. S.I. Anisimov, V.V. Zhakhovskii, N.A. Inogamov, K. Nishihara,

Yu.V. Petrov, Appl. Surf. Sci. 253, 6390 (2007)
14. B.J. Demaske, V.V. Zhakhovsky, N.A. Inogamov, I.I. Oleynik,

Phys. Rev. B 82, 064113 (2010)
15. Z. Lin, R.A. Johnson, L.V. Zhigilei, Phys. Rev. B 77, 214108

(2008)
16. D.S. Ivanov, Z. Lin, B. Rethfeld, G.M. O’Connor, Th.J. Glynn,

L.V. Zhigilei, J. Appl. Phys. 107, 013519 (2010)
17. Z. Lin, E.M. Bringa, E. Leveugle, L.V. Zhigilei, J. Phys. Chem. C

114, 5686 (2010)
18. L.V. Zhigilei, Z. Lin, D.S. Ivanov, J. Phys. Chem. C 113, 11892

(2009)
19. D.A. Thomas, Z. Lin, L.V. Zhigilei, E.L. Gurevich, S. Kittel,

R. Hergenröder, Appl. Surf. Sci. 255, 9605 (2009)
20. Z. Lin, L.V. Zhigilei, V. Celli, Phys. Rev. B 77, 075133 (2008)
21. P. Duwez, R.H. Willens, W. Klement, J. Appl. Phys. 31, 1136

(1960)
22. R.K. Linde, J. Appl. Phys. 37, 934 (1966)
23. S. Mader, A.S. Nowick, H. Widmer, Acta Metall. 15, 203 (1967)
24. B. Cantor, R.W. Cahn, Scr. Metall. 10, 318 (1976)
25. H.W. Sheng, G. Wilde, E. Ma, Acta Mater. 50, 475 (2002)
26. M. von Allmen, E. Huber, A. Blatter, K. Affolter, Int. J. Rapid

Solidif. 1, 15 (1984/85)
27. S.I. Anisimov, B.L. Kapeliovich, T.L. Perel’man, Sov. Phys. JETP

39, 375 (1974)
28. S.M. Foiles, M.I. Baskes, M.S. Daw, Phys. Rev. B 33, 7983

(1986)
29. A.F. Voter, S.P. Chen, Mater. Res. Soc. Symp. Proc. 82, 175

(1999)
30. E.B. Webb III, G.S. Grest, D.R. Heine, J.J. Hoyt, Acta Mater. 53,

3163 (2005)
31. J.J. Hoyt, J.W. Garvin, E.B. Webb III, M. Asta, Model. Simul.

Mater. Sci. Eng. 11, 287 (2003)
32. R.C. Weast (ed.), Handbook of Chemistry and Physics, 64th edn.

(CRC Press, Boca Raton, 1983)
33. R. Najafabadi, D.J. Srolovitz, E. Ma, M. Atzmon, J. Appl. Phys.

74, 3144 (1993)
34. M. Asta, S.M. Foiles, Phys. Rev. B 53, 2389 (1996)
35. J.P. Rogers III, P. Wynblatt, S.M. Foiles, M.I. Baskes, Acta Metall.

Mater. 38, 177 (1990)
36. L.V. Zhigilei, B.J. Garrison, Mater. Res. Soc. Symp. Proc. 538,

491 (1999)
37. C. Schafer, H.M. Urbassek, L.V. Zhigilei, B.J. Garrison, Comput.

Mater. Sci. 24, 421 (2002)
38. N.W. Ashcroft, N.D. Mermin, Solid State Physics (Holt, Rinehart

and Winston, New York, 1976)
39. G.J. Ackland, A.P. Jones, Phys. Rev. B 73, 054104 (2006)



792 C. Wu et al.

40. http://www.faculty.virginia.edu/CompMat/electron-phonon-
coupling/

41. R.H.M. Groeneveld, R. Sprik, A. Lagendijk, Phys. Rev. B 51,
11433 (1995)

42. K.C. Mills, B.J. Monaghan, B.J. Keene, Int. Mater. Rev. 41, 209
(1996)

43. J. Hohlfeld, S.-S. Wellershoff, J. Güdde, U. Conrad, V. Jähnke,
E. Matthias, Chem. Phys. 251, 237 (2000)

44. C. Suárez, W.E. Bron, T. Juhasz, Phys. Rev. Lett. 75, 4536 (1995)
45. E. Leveugle, D.S. Ivanov, L.V. Zhigilei, Appl. Phys. A 79, 1643

(2004)
46. T.Q. Qiu, C.L. Tien, Int. J. Heat Mass Transf. 37, 2789 (1994)
47. E.C. Bain, Trans. Am. Inst. Min. Metall. Eng. 70, 25 (1924)
48. H. Li, D. Tian, J. Quinn, Y.S. Li, F. Jona, P.M. Marcus, Phys. Rev.

B 43, 6342 (1991)

49. M. Dietterle, T. Will, D.M. Kolb, Surf. Sci. 396, 189 (1998)
50. Z.S. Pereira, E.Z. da Silva, Phys. Rev. B 79, 115404 (2009)
51. J.R. Chelikowsky, M.Y. Chou, Phys. Rev. B 38, 7966 (1988)
52. Z. Tang, M. Hasegawa, Y. Nagai, M. Saito, Phys. Rev. B 65,

195108 (2002)
53. A. Kelly, G.W. Groves, P. Kidd, Crystallography and Crystal De-

fects, revised edn. (Wiley, Chichester, 2000)
54. R.G. Hoagland, T.E. Mitchell, J.P. Hirth, H. Kung, Philos. Mag. A

82, 643 (2001)
55. P. Bacher, P. Wynblatt, S.M. Foiles, Acta Metall. Mater. 39, 2681

(1991)
56. P. Bacher, G. Rao, P. Wynblatt, Comput. Mater. Sci. 1, 42 (1992)

http://www.faculty.virginia.edu/CompMat/electron-phonon-coupling/
http://www.faculty.virginia.edu/CompMat/electron-phonon-coupling/

	Runaway lattice-mismatched interface in an atomistic simulation of femtosecond laser irradiation of Ag film-Cu substrate system
	Abstract
	Introduction
	Computational model
	Results and discussion
	Laser heating and sub-surface melting
	Cooling and resolidification
	Structure of the resolidified region
	Structure of the runaway lattice-mismatched interface

	Summary
	Acknowledgements
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 1.30
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 10
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e5c4f5e55663e793a3001901a8fc775355b5090ae4ef653d190014ee553ca901a8fc756e072797f5153d15e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc87a25e55986f793a3001901a904e96fb5b5090f54ef650b390014ee553ca57287db2969b7db28def4e0a767c5e03300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c00200073006b00e60072006d007600690073006e0069006e0067002c00200065002d006d00610069006c0020006f006700200069006e007400650072006e00650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e00200065006e002000700061006e00740061006c006c0061002c00200063006f007200720065006f00200065006c006500630074007200f3006e00690063006f0020006500200049006e007400650072006e00650074002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000640065007300740069006e00e90073002000e000200049006e007400650072006e00650074002c002000e0002000ea007400720065002000610066006600690063006800e90073002000e00020006c002700e9006300720061006e002000650074002000e0002000ea00740072006500200065006e0076006f007900e9007300200070006100720020006d006500730073006100670065007200690065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f9002000610064006100740074006900200070006500720020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e0065002000730075002000730063006800650072006d006f002c0020006c006100200070006f00730074006100200065006c0065007400740072006f006e0069006300610020006500200049006e007400650072006e00650074002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF753b97624e0a3067306e8868793a3001307e305f306f96fb5b5030e130fc30eb308430a430f330bf30fc30cd30c330c87d4c7531306790014fe13059308b305f3081306e002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c306a308f305a300130d530a130a430eb30b530a430ba306f67005c0f9650306b306a308a307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020d654ba740020d45cc2dc002c0020c804c7900020ba54c77c002c0020c778d130b137c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor weergave op een beeldscherm, e-mail en internet. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f007200200073006b006a00650072006d007600690073006e0069006e0067002c00200065002d0070006f007300740020006f006700200049006e007400650072006e006500740074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200065007800690062006900e700e3006f0020006e0061002000740065006c0061002c0020007000610072006100200065002d006d00610069006c007300200065002000700061007200610020006100200049006e007400650072006e00650074002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e40020006e00e40079007400f60073007400e40020006c0075006b0065006d0069007300650065006e002c0020007300e40068006b00f60070006f0073007400690069006e0020006a006100200049006e007400650072006e0065007400690069006e0020007400610072006b006f006900740065007400740075006a0061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f6007200200061007400740020007600690073006100730020007000e500200073006b00e40072006d002c0020006900200065002d0070006f007300740020006f006300680020007000e500200049006e007400650072006e00650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for on-screen display, e-mail, and the Internet.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200037000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300031003000200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing false
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice


