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ABSTRACT The threshold laser fluence for the onset of surface
melting is calculated for Ni films of different thicknesses and
for a bulk Ni target using a combined atomistic-continuum com-
putational model. The model combines the classical molecular
dynamics (MD) method for simulation of non-equilibrium pro-
cesses of lattice superheating and fast phase transformations
with a continuum description of the laser excitation and sub-
sequent relaxation of the conduction band electrons based on
the two-temperature model (TTM). In the hybrid TTM-MD
method, MD substitutes the TTM equation for the lattice tem-
perature, and the diffusion equation for the electron temperature
is solved simultaneously with MD integration of the equations
of motion of atoms. The dependence of the threshold fluence
on the film thickness predicted in TTM-MD simulations qual-
itatively agrees with TTM calculations, while the values of the
thresholds for thick films and bulk targets are ∼ 10% higher in
TTM-MD. The quantitative differences between the predictions
of TTM and TTM-MD demonstrate that the kinetics of laser
melting as well as the energy partitioning between the thermal
energy of atomic vibrations and energy of the collective atomic
motion driven by the relaxation of the laser-induced pressure
should be taken into account in interpretation of experimental
results on surface melting.
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1 Introduction

Short-pulse laser irradiation of a metal target can
induce a range of non-equilibrium processes, from strong
overheating and fast melting to an explosive boiling and mas-
sive material removal (ablation). Experimental analysis of
the mechanisms and kinetics of ultrafast laser-induced phase
transformations can be performed with optical, X-ray, or elec-
tron diffraction time-resolved pump–probe techniques [1–6],
whereas the extent of irreversible laser damage can be exam-
ined by ex-situ characterization of the target [7–9].

A reliable interpretation of experimental observations
requires a solid understanding of the fast non-equilibrium pro-
cesses occurring in the target material irradiated by a short
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laser pulse. For short, pico- and femtosecond laser pulses,
when the time of the laser energy deposition is compa-
rable or less than the time needed for electron–phonon
thermalization, the method of choice in the majority of
theoretical/computational investigations is the so-called two-
temperature model (TTM) [10]. TTM describes the time
evolution of the lattice and electron temperatures by two non-
linear differential equations coupled by a term responsible for
the energy exchange due to the electron–phonon coupling.

Despite the successful applications and popularity of
TTM, the inherent limitation of the model is its inability to
adequately describe the kinetics of phase transformations oc-
curring under highly nonequilibrium conditions induced in
the target material by short pulse laser irradiation. In order to
overcome this limitation, we are developing a hybrid compu-
tational model that combines the MD method for simulation
of lattice superheating and fast phase transformations with
a continuum TTM description of the laser excitation and
subsequent relaxation of the conduction band electrons. The
first applications of the TTM-MD model have provided in-
sights into the microscopic mechanisms of laser melting and
disintegration of Ni and Au films [11, 12], photomechanical
spallation of bulk Ni targets [13], as well as disintegration and
ablation of Cu targets [14]. The hybrid model was also used in
a recent study of shock-induced heating and melting of a grain
boundary region in an Al crystal [15].

In this paper we report the results of the application of
the TTM-MD model for investigation of the onset of short
pulse laser melting in Ni films of different thicknesses and
a bulk Ni target. Irradiation parameters are chosen to match
the ones used in a recent experimental investigation [1]. The
threshold laser fluences for the onset of surface melting are
calculated with TTM-MD model and compared to the pre-
diction of the conventional TTM model. Implications of the
simulation results for interpretation of experimental data are
discussed.

2 Combined TTM-MD model

In the combined model the MD method completely
substitutes the TTM equation for the lattice temperature. The
diffusion equation for electron temperature, Te, is solved by
a finite difference method simultaneously with MD integra-
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tion of the equations of motion of atoms,

TTM: Ce(Te)
∂Te

∂t
= ∇(Ke(Te, Tl)∇Te)− G(Te − Tl)+ S(z, t)

(1)

MD: mi
d2ri

dt2
= Fi + ξmiv

T
i ,

T cell
l =

Ncell∑
i=1

mi(v
T
i )2

/
(3kBNcell) (2)

where in (1) Ce is the electron heat capacity, Ke is the elec-
tron thermal conductivity, G is the electron–phonon coupling
constant, and the source term S(z, t) is used to describe the
local laser energy deposition per unit area and unit time dur-
ing the laser pulse duration. In (2), mi and ri are mass and
position of an atom i, Fi is the force acting on atom i due
to the interatomic interactions. An additional term, ξmiv

T
i , is

added to the ordinary MD equations of motion to account for
the electron–phonon coupling. The cells in the finite differ-
ence discretization are related to the corresponding volumes
of the MD system and the local lattice temperature, T cell

l , is
calculated for each cell from the average kinetic energy of
the thermal motion of atoms. Thermal velocity of an atom
i is defined as vT

i = vi − vc, where vi is the actual velocity
of the atom, and vc is the velocity of the center of mass of
a cell to which atom i belongs. The coefficient ξ in the coup-
ling term is calculated for each cell at each MD integration
time step and is designed to ensure the energy conservation in
the electron-lattice system. The expansion, density variations,
and, at higher fluences, disintegration of the irradiated target
predicted in the MD part of the model are accounted for in the
continuum part of the model. A complete description of the
combined TTM-MD model is given elsewhere [12].

The hybrid approach, briefly described above, combines
the advantages of the two-temperature model and the MD
method. The two-temperature model provides an adequate de-
scription of the laser energy absorption into the electronic
system, energy exchange between the electrons and phonons,
and fast electron heat conduction in metals, whereas the MD
method is appropriate for simulation of non-equilibrium pro-
cesses of lattice superheating, melting, and ablation.

In this work we apply the TTM-MD model to study the de-
pendence of the threshold fluence for surface melting on the
film thickness. Simulations are performed for free-standing
Ni films of four different thicknesses, 30 nm, 50 nm, 75 nm,
and 100 nm, as well as for a bulk Ni target. The initial MD
computational cell is an FCC crystal with lateral dimensions
of 3.53×3.53 nm. The number of atoms in the computational
cell is 34 000 atoms in 30 nm film, 56 800 atoms in 50 nm film,
85 200atoms in 75 nm film, and 113 600 atoms in 100 nm film.
Periodic boundary conditions are applied in the lateral direc-
tions, parallel to (100) free surface(s). In the case of a bulk
sample, the MD method is used only in the top 100 nm of
the target, whereas the diffusion equation for electron tem-
perature is solved in a much wider 600 nm region, providing
an adequate representation of the electronic heat conduction
into the bulk of the target. In order to avoid reflection of the
pressure waves propagating from the irradiated surface, the
dynamic boundary condition [16] is applied at the bottom of

the MD region. Before applying laser irradiation, all systems
are equilibrated at 300 K. Laser pulse duration of 200 fs is
used in the simulations and the absorbed laser fluence rather
then the incident fluence is used in the discussion of the simu-
lation results.

Thermal and elastic properties of the lattice are defined
in the TTM-MD model by the inter-atomic potential, de-
scribed in this work by the embedded-atom method (EAM)
in the form suggested in [17]. The parameters used in the
TTM equation for the electronic temperature, (1), are as fol-
lows [1, 11, 12], Ce = γTe with γ = 1065 J m−3 K−2, Ke =
K0Te/Tl with K0 = 91 Wm−1K−1, G = 3.6 ×1017 Wm−3K−1.
A justification of the choice of the approximation used to de-
scribe the dependence of the electron thermal conductivity Ke

on the electron and lattice temperatures is given in [12].

3 Results and discussions

Surface melting thresholds predicted in TTM and
TTM-MD calculations are shown for Ni targets of differ-
ent thickness in Fig. 1a. To compare the results of TTM-MD
and TTM calculations, the parameters of the model EAM
Ni material are used in the TTM equation for the lattice
temperature. A series of constant pressure–constant tempera-
ture simulations was performed to determine the equation
of state of the EAM Ni material, whereas the melting tem-
perature was found in liquid-crystal coexistence MD simula-
tions. The equilibrium melting temperature at zero pressure,
Tm, is found to be 1439 K, the latent heat of melting, Hm, is
2.17 ×109 J m−3, the value of the heat capacity at constant
pressure, cp, increases from 4.08 ×106 J m−3 K−1 at 300 K to
5.32 ×106 J m−3 K−1 at Tm. The temperature dependence of
the lattice heat capacity obtained from MD simulations was
approximated by a polynomial function and used in TTM cal-
culations presented in Fig. 1a.

In order to make our conclusions usable for quanti-
tative interpretation of experimental data, we also per-
formed TTM calculations with experimental parameters for
Ni, Tm = 1728 K, Hm = 2.45 ×109 J m−3 [18], and cp =
4.1 ×106 J m−3 K−1 [1]. The results of these calculations are
shown in Fig. 1b [19].

To define the melting threshold in a TTM-MD simula-
tion, we arbitrary choose the condition at which the number
of atoms in the liquid phase corresponds to that in a 2 nm
layer in the initial crystal before the irradiation. In Fig. 1a, the
two graphs calculated by TTM correspond to the fluences at
which the melting temperature is reached at the very surface
of the target (solid line) and the fluences at which the total
amount of the melted material in the target is equivalent to
a 2 nm layer (dashed line). The melting process is included
into TTM calculation by a simple assumption that as soon as
the melting temperature is reached in a given cell of the finite
difference discretization, all the additional energy supplied to
the lattice by the heat conduction and transferred from the
hot electrons through the electron–phonon coupling goes to
the latent heat of melting until all the material in the cell is
melted. An alternative to this crude approximation would be
to allow overheating and to include a description of the kinet-
ics of laser melting based on the classical nucleation theory,
e.g., [20]. Recent MD simulations of laser melting [11, 12]
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FIGURE 1 Surface melting threshold versus film thickness calculated with the combined TTM-MD model (data points) and TTM model (dashed and solid
lines) for laser irradiation with 200 fs laser pulses. The data points for the TTM-MD simulations in a and the dashed line for the TTM calculations show
the fluences at which the maximum amount of the melted material corresponds to a 2 nm layer in the original target. The solid line shows the fluence at
which the melting temperature is reached at the very surface of the target, as predicted by TTM. The dash-dotted line corresponds to the energy needed to
homogeneously heat the whole film up to the melting temperature and melt 2 nm region of the film. Properties of the model EAM Ni material are used in
TTM calculations in a, experimental properties of Ni [1] are used in b [19]

suggest, however, that relaxation of the laser-induced stresses
can result in anisotropic deformation of the surface region
and reduction of the overheating required for the initiation of
the homogeneous melting down to almost zero. Therefore, in
this work we decide to not include overheating into the TTM
calculations. Note that both overheating and the effect of the
relaxation of the laser-induced stresses are naturally included
in the TTM-MD model, which does not require any a priori
assumptions on the lattice response to the fast laser heating.

As we can see from Fig. 1a, both TTM-MD and TTM
models predict nearly linear increase of the threshold fluence
with film thickness up to a certain thickness, Lc, that corres-
ponds to the diffusive penetration depth of the excited elec-
trons before the electron–phonon equilibration at the thresh-
old for melting. The value of Lc can be estimated following
the method proposed in [21] and the results of the estima-
tion are shown by arrows in Fig. 1 [19]. In films thinner than
Lc, nearly uniform temperature distributions are established
by the time of electron–phonon equilibration. As a result, the
threshold fluences for laser melting are defined by the energy
density needed to homogeneously heat the film up to the melt-
ing temperature and melt a 2 nm layer of the film (dash-dotted
lines in Fig. 1). The maximum depths of melting at the front
and back surfaces of a 30 nm film are found to be approxi-
mately equal to each other, whereas the maximum amount of
melted material at the back surface of a 50 nm film accounts
only for ∼ 10% of the total amount of the liquid phase. For
films thicker than Lc, the electron–phonon equilibration takes
place within the electronic diffusion length Lc from the irra-
diated surface, melting is observed at the front surface only,
and the threshold fluence saturates and approaches the value
characteristic for a bulk target.

While both TTM-MD and TTM predict similar depen-
dences of the melting threshold from the film thickness, the
threshold values obtained in TTM-MD model for films with
thickness significantly above Lc are ∼ 10% higher as com-
pared to the ones predicted by TTM. To explain this discrep-
ancy, we have to consider the kinetics of the melting process
occurring under conditions of the fast laser energy deposition

as well as additional channels for partitioning of the deposited
energy, not accounted for in TTM but present in a more realis-
tic TTM-MD model.

The kinetics of energy redistribution in a TTM-MD simu-
lation of a partial laser melting of a 100 nm Ni film irradiated
by a 1 ps laser pulse is illustrated in Fig. 2. The fluence of
430 J/m2 is chosen in this simulation so that the maximum
depth of the melted surface region would reach ∼ 15 nm.
A larger, as compared to the simulations discussed above,
depth of melting allows us to better illustrate, in addition to
other channels of the laser energy partitioning, the energy
transfer to the latent heat of melting. Following the energy de-
position by a 1 ps laser pulse, the total energy is conserved for
the rest of the simulation. Initially all the laser energy is de-
posited into the energy of electrons, Ee. The electron–phonon
coupling leads to the fast, within ∼ 20 ps, transfer of more
than a half of the deposited laser energy to the thermal en-

FIGURE 2 Energy partitioning in a 100 nm Ni film irradiated with a 1 ps
laser pulse at an absorbed fluence of 430 J/m2. The thermal energies of the
electrons, Ee, and the atoms, Eth

a , the energy of the collective atomic motion
due to the elastic vibrations of the film, Ec

a, the energy transferred to the la-
tent heat of melting, Em, and the total energy of the system, Etot, are shown.
Energies are normalized to the total energy absorbed by the film
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ergy of the atomic motion, E th
a . The fast temperature increase

leads to the buildup of a compressive pressure in the irradiated
film. The relaxation of the initial pressure induces a collec-
tive atomic motion of the elastic vibrations of the film. The
energy of the elastic vibrations,Ec

a, includes contributions of
the kinetic and potential energies associated with the collec-
tive atomic motion in the film. Ec

a also includes a smaller static
component due to a contribution from anisotropic thermoe-
lastic stresses that cannot relax by the uniaxial expansion of
the film in the direction normal to the surface. These static
anisotropic stresses remain in the crystalline part of the tar-
get even after the relaxation of the elastic oscillations of the
film [13].

The time dependence of the energy of melting, Em, re-
flects the kinetics of the melting process. The energy spent
on melting is determined by multiplying the fraction of the
liquid phase in the system by the latent heat of melting of
the model material. The fraction of the liquid phase is calcu-
lated based on the local order parameter defined in [12]. In
the simulation illustrated by Fig. 2, a fast homogeneous melt-
ing of ∼ 11 nm surface region of irradiated film is followed by
a slower heterogeneous melting of additional 4 nm of the film
by liquid-solid front propagation.

As we can see from Fig. 2, the energy transferred from
the excited electrons to the lattice splits into three parts,
the energy of the thermal motion of the atoms, E th

a , the en-
ergy of melting,Em, and the energy of the collective atomic
motion associated with the relaxation of the laser-induced
stresses, Ec

a. The latter part is not accounted for in a simple
TTM model. The energy of the collective motion of atoms can
be comparable (up to ∼ 15% in Fig. 2) to the energy of the
thermal motion of atoms and should be taken into account in
the analysis of the energy density needed to melt the mate-
rial. Two additional factors are found to have a strong effect
on the melting process. First, the material can be significantly
(up to ∼ 20% [12]) overheated above its equilibrium melting
temperature when the time of the laser heating (defined by
the laser pulse duration and/or the time of electron–phonon
equilibration, whichever is longer) is shorter than the time
needed for the melting front propagation from the free sur-
face(s) of the target. Second, the fast relaxation of the laser-
induced pressure can only proceed in the direction normal to
the surface of the target, leading to the uniaxial expansion and
associated anisotropic lattice distortions. The anisotropic de-
formation of the film reduces the lattice stability against the
initiation of melting. As a result, the overheating required for
the initiation of homogeneous melting can be reduced down
to less then T ≈ 1.05Tm [11]. The net results of all the fac-
tors described above is that the thresholds for laser melting of
sufficiently thick films predicted in the TTM-MD simulations
are ∼ 10% higher as compared to the ones obtained in TTM
calculations.

Although the effects of the overheating and laser-induced
collective atomic motion described above are present in films
of any thickness, for films thinner or comparable with the
electronic diffusion length Lc, we observe a good agreement
between the predictions of TTM and TTM-MD models. This
observation is related to the kinetics of the laser melting pro-
cess. In a thick film or a bulk target, a fast transient melting
of a surface region is followed by recrystallization, whereas in

Thickness Time of the maximum melting depth
(nm) (ps)

TTM TTM-MD
30 50 ∼750
50 18 ∼750
75 15 40

100 13 38
bulk 13 34

TABLE 1 Time when the maximum melting depth of 2 nm is reached in
TTM and TTM-MD simulations of surface melting of Ni films of different
thickness and a bulk Ni target irradiated with a 200 fs laser pulse. For 30 nm
films no recrystallization of the melted regions is observed and the times
shown in the table correspond to the saturation in the time dependence of the
amount of melted material

a film thinner than Lc the lattice heating proceeds almost ho-
mogeneously throughout the film and the melted parts of the
film remains melted at later times (surface melting is detected
at both sides of films thinner than Lc and the melting depths at
the front and back sides become closer to each other as the film
thickness decreases). The predictions of both TTM and TTM-
MD calculations for films thinner than Lc are, therefore, close
to the straight dash-dotted lines in Fig. 1 that correspond to the
homogeneous heating of the whole film and permanent melt-
ing of a surface region(s). An important difference between
the TTM and TTM-MD simulations, however, is that the melt-
ing of thin films (30 nm and 50 nm) takes much longer in
the TTM-MD simulations, as shown in Table 1. As discussed
above and illustrated in Fig. 2, in TTM-MD simulations a sig-
nificant part of the deposited laser energy goes to the non-
thermal energy of the elastic oscillations of the film. Gradual
dissipation of the oscillations, occurring on the timescale of
hundreds of picoseconds, leads to the energy transfer from the
energy of the collective atomic motion, Ec

a, to the energy of
the thermal motion of the atoms, E th

a , Fig. 2. In a thin film ho-
mogeneously heated up to the melting temperature, the energy
transferred from Ec

a to E th
a is further transferred to the latent

heat of melting,Em, leading to a gradual advancement of the
melting front. As a result, the melting process in films thinner
than Lc takes much longer in TTM-MD simulations as com-
pared to TTM simulations that do not include a description of
the thermoelastic material response to the fast laser heating,
Table 1.

4 Summary

In summary, the quantitative differences between
the predictions of TTM and TTM-MD demonstrate that the
kinetics of laser melting as well as the energy partitioning be-
tween the thermal and collective atomic motions induced by
the fast laser energy deposition should be taken into account in
interpretation of the experimental results on surface melting.
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