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The mechanisms and kinetics of short pulse laser melting of single crystal and nanocrystalline Au films are
investigated on the basis of the results of simulations performed with a model combining the molecular
dynamics method with a continuum-level description of the laser excitation and subsequent relaxation of the
conduction band electrons. A description of the thermophysical properties of Au that accounts for the
contribution of the thermal excitation of d band electrons is incorporated into the model and is found to play
a major role in defining the kinetics of the melting process. The effect of nanocrystalline structure on the
melting process is investigated for a broad range of laser fluences. At high fluences, the grain boundary
melting in nanocrystalline films results in a moderate decrease of the size of the crystalline grains at the
initial stage of the laser heating and is followed by a rapid (within several picoseconds) collapse of the crystal
structure in the remaining crystalline parts of the film as soon as the lattice temperature exceeds the limit of
the crystal stability against the onset of rapid homogeneous melting (the limit of superheating). At low laser
fluences, close to the threshold for the complete melting of the film, the initiation of melting at grain boundaries
can steer the melting process along the path where the melting continues below the equilibrium melting
temperature and the crystalline regions shrink and disappear under conditions of substantial undercooling.
The unusual melting behavior of nanocrystalline films is explained on the basis of thermodynamic analysis

of the stability of small crystalline clusters surrounded by undercooled liquid.

1. Introduction

It is well established that free surfaces and crystal defects
play a prominent role in the initiation of melting.!”® Under
conditions of slow heating, the melting process starts from
surfaces and internal crystal defects under rather minor super-
heating conditions or even below the equilibrium melting
temperature. The later effect of surface premelting is observed
when the free surface wetted by a thin liquid layer has a lower
free energy as compared to the ordered solid surface.®> After
heterogeneous nucleation of the liquid phase, the melting process
proceeds by propagation of melting fronts from the surfaces
and defect regions, precluding any significant superheating of
the remaining crystalline parts of the material and eliminating
the possibility for an alternative mode of melting, homogeneous
nucleation of liquid in the bulk of a superheated crystal.

It has been reported that a substantial superheating above the
equilibrium melting point can be achieved in defect-free thin
films or small particles when the surface melting is suppressed,
e.g., by coating the surface with a high melting point material
that eliminates the free surface and creates a low-energy epitaxial
interface instead.®"!° The melting process in these systems is
largely controlled by the nature of the interfaces, making it
difficult to directly relate the observed superheating to the
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theoretical predictions on the stability of the crystalline phase
and the limit of superheating.!!~!3

An alternative method to suppress the heterogeneous melting
is to create the heating conditions that would kinetically limit
the contribution of the melting front propagation to the melting
process.'® Irradiation by short (pico- and femtosecond) laser
pulses, in particular, can result in extremely high heating rates
exceeding 10" K/s, making the time of the temperature increase
shorter than the time needed for any significant advancement
of the melting front. Indeed, investigations of the short pulse
laser melting with optical, X-ray, and electron diffraction time-
resolved probe techniques have provided valuable information
on the characteristic time-scales and mechanisms of melting
occurring under conditions of strong superheating.!7~2

The interpretation of the results of the experimental probing
of the fast laser-induced phase transformations has been assisted
by molecular dynamics (MD) simulations that are well suited
for investigation of ultrafast processes and are capable of
providing detailed atomic-level information on the structural
changes in the irradiated targets. MD modeling of laser melting
and resolidification of bulk metal targets?” 33 and thin films of
various thickness**3? has revealed a wealth of information on
the microscopic mechanisms and kinetics of the melting process
occurring under conditions of the fast laser energy deposition.
In particular, the relative contributions of the homogeneous and
heterogeneous melting mechanisms have been analyzed and
related to the irradiation conditions in simulations performed
for Ni, Au, Al, and Cu thin films,**~* bulk targets,** and metal
bilayer systems®? irradiated by short, from 200 fs to 150 ps,
laser pulses. The lattice distortions associated with relaxation
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of laser-induced stresses have been found to significantly reduce
the crystal stability against melting, resulting in homogeneous
nucleation of the liquid phase at temperatures close to the
equilibrium melting temperature.®> The calculations of the
diffraction profiles and density correlation functions have been
used to establish direct connections between the results of MD
simulations and time-resolved diffraction experiments.3%%°

Despite the active experimental and computational investiga-
tions of the mechanisms of laser melting, the question on the
effect of the microstructure (the arrangement of crystal defects
in a crystalline material) of the irradiated target on the melting
process remains largely unexplored. In all MD simulations of
laser melting performed so far, computational systems have been
represented by single crystals with no internal defects present
in the initial state. The experimental targets, on the other hand,
are often polycrystalline and, in addition to grain boundaries,
may have other crystal defects introduced in the process of
sample preparation. For example, the free-standing 20-nm-thick
films prepared by thermal deposition and used in time-resolved
electron diffraction experiments®*?>2 are likely to have nanoc-
rystalline structure with the average grain size comparable to
the thickness of the film. The results of MD simulations of heat
treatment and melting of nanocrystalline materials, performed
under conditions of constant temperature and pressure, dem-
onstrate a profound effect of nanostructure on the thermal
stability of the material. For example, an investigation of the
grain growth kinetics in nanocrystalline Ni at temperatures
ranging from about 10 to 45% below the melting temperature
reveals a linear increase of the average grain size with time
due to the size-dependent mobility of the grain boundaries.*’ A
continuous melting process starting from grain boundaries and
proceeding at temperatures below the melting temperature of a
single crystal is observed in MD simulations of nanocrystalline
Ag. %2 A substantial decrease of the melting temperature with
decreasing mean grain size is predicted in these simulations and
related to the size-dependent melting temperature of the
corresponding nanoparticles. Under conditions of fast laser
heating, however, the contribution of the grain-boundary-
nucleated melting® can be kinetically limited by the relatively
low maximum velocity of the melting front propagation,'®
making the applicability of the results obtained under constant
temperature conditions questionable. The characteristics of the
laser melting process are likely to be defined by both the size/
microstructure-dependent thermodynamic driving forces and the
kinetics of heterogeneous and homogeneous melting processes.

To investigate the effect of grain boundaries and nanocrys-
talline microstructure on the characteristics of the laser melting
process, we perform MD simulations of short pulse laser melting
of thin Au films with nanocrystalline and single crystal
structures. The effect of the nanocrystalline structure on the
melting process is investigated for different irradiation condi-
tions, with theoretical analysis based on the classical nucleation
theory used for interpretation of the computational results. The
method used for generation of the initial nanocrystalline system
and the computational model used in the MD simulations of
laser melting of metal films are briefly described next, in section
2. The results of the simulations are presented and discussed in
section 3 and summarized in section 4.

2. Computational Model

The MD simulations of short pulse laser melting are
performed for 20 nm Au films with single crystal and nanoc-
rystalline structures. In the case of single crystal films, the initial
system is a face centered cubic (fcc) crystal composed of
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500 000 atoms with dimensions of 20.46 x 20.46 x 20.46 nm?
and periodic boundary conditions imposed in the directions
parallel to two (001) free surfaces. The single crystal films are
similar to the ones used in earlier simulations of laser melting.*
These earlier simulations were done without accounting for the
effect of the thermal excitation of electrons from states located
below the Fermi level on the electron temperature dependences
of the electron—phonon coupling and electron heat capacity.*>*
It was recently shown, however, that the kinetics of the melting
process can be strongly affected by the transient modification
of the thermophysical properties of Au related to the thermal
excitation of d band electrons under conditions of strong laser-
induced electron—phonon nonequilibrium.** The time of the
beginning of melting, in particular, can be overpredicted by as
much as a factor of 2 if the contribution of the d band electrons
is not accounted for in the temperature dependences of the
thermophysical properties. Therefore, the simulations of laser
melting of single crystal films are repeated in this study with a
more accurate parametrization of the model. The effect of the
thermal excitation of the d band electrons on the results of the
simulations is discussed in section 3.1.

The initial structure of the nanocrystalline Au film is
constructed using the Voronoi tessellation method.**® Briefly,
the atomic structure of the film is generated as follows. First,
the positions of centers of 31 grains to be created are distributed
randomly within the MD computational system of the same
dimensions as the ones used for the single crystal film discussed
above. Randomly oriented fcc crystallites are then built around
each center so that any atom that belongs to a given grain is
closer to the center of this grain than to any of the centers of
other grains. If two atoms that belong to different grains are
found to be closer than 80% of the fcc nearest-neighbor distance
to each other, one of the atoms is removed to avoid generation
of local atomic configurations with unrealistically high energies.
To allow for the structural relaxation of the nanocrystalline
system, the atomic configuration is equilibrated in a MD
simulation performed at 300 K for a period of 450 ps.

The atomic structure of equilibrated nanocrystalline film is
shown in Figure 1. The atoms are colored according to the
centrosymmetry parameter? calculated for each atom using the
following definition:

®= ) IR,+R_ ()

i=1

where Tii and T{:i are pairs of vectors that connect the atom of
interest to the opposite nearest neighbors in the fcc lattice. The
value of the centrosymmetry parameter is zero for atoms with
a perfect fcc surroundings and sharply increases as the local
atomic environment deviates from the fcc centrosymmetry. In
addition to the identification of the grain boundaries in the
nanocrystalline film, we use the centrosymmetry parameter to
distinguish between the crystalline and liquid regions of the film
in the simulations of laser melting. In order to reduce the thermal
noise in atomic positions, the generation of snapshots of atomic
configurations and calculation of the centrosymmetry parameter
are preceded by quenching each atomic configuration for 5 ps
using a velocity dampening technique, where the velocity of
each individual atom is set to zero at the time when the kinetic
energy of the atom maximizes. The fast quenching does not
introduce any structural changes to the atomic configurations
but makes the visualization and structural analysis more
straightforward.

The total number of Au atoms in the nanocrystalline system
is 486 861, and the density is 98.6% of the density of the single
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Figure 1. Atomic configuration of nanocrystalline film used in the
simulation of laser melting. Atoms are colored according to the
centrosymmetry parameter, from blue color corresponding to atoms
with local fcc surroundings (® < 0.1) to green and red colors
corresponding to atoms at the free surfaces and in the grain boundary
regions (0.1 < ® < 8 for green and ® > § for red).
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Figure 2. Pair density functions of nanocrystalline (solid line) and
single crystal (dotted line) Au films equilibrated at 300 K. The functions
are normalized by the average densities of the corresponding films.
The inset shows the distribution of grain sizes in the nanocrystalline
film. The diameters of the grains are calculated from the corresponding
volumes of Voronoi polyhedra assuming spherical shapes of the grains.

crystal. The high density of the model nanocrystalline material
is consistent with experimental measurements reported for
nanocrystalline Au (mean grain size 20—60 nm) prepared by
the vapor deposition method.® It is known that for a large
number of grains the Voronoi tessellation produces a grain size
distribution that is close to a log-normal distribution.”® The
nanocrystalline sample generated in this work consists of 31
grains, with the grain size distribution shown in the inset of
Figure 2. The average grain diameter, calculated by assuming
spherical shapes of the grains, is ~8 nm. Similar to the single
crystal films described above, periodic boundary conditions are
imposed in the directions parallel to the two free surfaces of
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the nanocrystalline film. The periodic boundary conditions
provide an adequate representation of the experimental condi-
tions where the laser spot diameter is much larger than the size
of the computational cell and the energy redistribution in the
lateral directions can be neglected on the time-scales considered
in the simulations.

The difference in the atomic structure of the single crystal
and nanocrystalline films can be illustrated by pair density
functions (PDFs) calculated for the two systems at 300 K and
shown in Figure 2. The PDFs represent the correlations in atomic

positions in the systems and are defined as*>?
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where r;; is the distance between atoms i and j, N is the number
of atoms in the system, and 0 is the Dirac delta function. The
lower intensities of the correlation peaks at characteristic
interatomic distances corresponding to several closest fcc
neighbor shells and higher intensities at distances between the
peaks, observed for the nanocrystalline system, are related to
the substantial fraction of atoms that belong to the grain
boundary regions and do not have local fcc surroundings. The
increase in the difference between the peak intensities at larger
distances corresponds to the loss of the correlation in atomic
positions upon passing from one grain to another. The widths
of the PDF peaks are mainly defined by the thermal vibrations
of the atoms (i.e., the Debye—Waller factor™) and are similar
in the two PDFs calculated for the two different structures at
the same temperature of 300 K.

The simulations of laser interaction with Au films are
performed with a hybrid atomistic-continuum model that couples
the classical MD method with a continuum-level description
of the laser excitation and subsequent relaxation of the conduc-
tion band electrons. The model is based on the well-known two-
temperature model** (TTM) that describes the time evolution
of the lattice and electron temperatures in the irradiated target
by two coupled nonlinear differential equations. In the combined
TTM-MD model, MD substitutes the TTM equation for the
lattice temperature. The TTM equation for the electron tem-
perature is solved by a finite difference method simultaneously
with MD integration of the equations of motion of atoms. The
electron temperature enters a coupling term that is added to the
MD equations of motion to account for the energy exchange
between the electrons and the lattice. The cells in the finite-
difference discretization are related to the corresponding
volumes of the MD system, and the local lattice temperature is
defined for each cell from the average kinetic energy of thermal
motion of atoms. A complete description of the combined TTM-
MD model is given in ref 34.

The interatomic interaction in the MD part of the model is
described by the embedded atom method (EAM) with the
functional form and parametrization suggested by Johnson and
given in ref 55. The EAM potential defines all of the thermal
and elastic properties of the material. Some of the physical
properties of EAM Au relevant to the material response to the
laser heating are given in ref 38. In particular, the values of the
equilibrium melting temperature 7}, and enthalpy of melting
AH,, predicted by the EAM Au potential at zero pressure are
963 K and 8.4 kJ mol™!, compared to the corresponding
experimental values®® of 1336 K and 12.8 kJ mol™!. The
equilibrium melting temperature is determined from liquid-
crystal coexistence simulations,*>’ and the enthalpy of melting
is found from the difference between the values of enthalpy of
the liquid and crystalline phases equilibrated at 7}, and zero
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pressure.>* Despite the significant quantitative discrepancies
between the properties of the model EAM Au and real Au, the
knowledge of the thermodynamic properties of the model
material allows us to perform a quantitative analysis and physical
interpretation of the simulation results, as well as to map the
results of the simulations to experimental data.

The electron temperature dependences of the thermophysical
material properties included in the TTM equation for the electron
temperature (the electron—phonon coupling factor, the electron
heat capacity, and the thermal conductivity) are taken in the
forms that account for the contribution from the thermal
excitation from the electron states below the Fermi level .
As discussed in section 3.1, the large positive deviations of the
electron heat capacity from the linear dependence and the sharp
increase in the strength of the electron—phonon coupling,
predicted for Au at electron temperatures exceeding 3000 K,
have a significant effect on the kinetics of the laser melting
process. Note that electron scattering at grain boundaries can
be expected to increase the effective strength of the electron—
phonon coupling in the nanocrystalline film as compared to the
single crystal film.%% Indeed, a substantial enhancement of the
rate of the electron—phonon equilibration has been observed
in pump—probe experiments performed for nanocrystalline
films®*®! and nanoparticles.®> Using experimental data of ref
61 and following the theoretical analysis of refs 58 and 61, the
electron scattering at grain boundaries can be estimated to almost
double the effective strength of the electron—phonon coupling
for the 20 nm film with an average grain size of 8 nm. Due to
the large uncertainty involved in the quantitative evaluation of
the electron-boundary scattering, however, we chose to neglect
the contribution of the grain boundaries to the electron—phonon
equilibration process. The assumption of the same strength of
the electron—phonon coupling in the two systems allows us (1)
to perform a direct comparison between the results obtained
for single crystal and nanocrystalline films at the same rate of
the lattice heating and (2) to separate the structural and
thermodynamic aspects of the effect of grain boundaries on the
kinetics of laser melting from the possible additional contribution
due to the modification of the lattice heating rate.

Irradiation by a 200 fs laser pulse is represented through a
source term with a Gaussian temporal profile and an exponential
attenuation of laser intensity with depth under the surface
(Beer—Lambert law) added to the TTM equation for the electron
temperature.* The increase of the effective depth of the laser
energy deposition due to the “ballistic” energy transfer by
nonthermal electrons occurring before the thermalization of the
excited electrons®**%% is accounted for through modification
of the optical absorption depth in the source term of the TTM
equation.>*3%% Since the “ballistic range” in Au exceeds the
thickness of the films considered in this work, 20 nm, the
reflection of the nonthermal electrons from the back surface of
the film results in a uniform distribution of the electron
temperature established on the time scale of the electron
thermalization.

3. Results and Discussion

In this section, the results of the simulations of laser melting
of nanocrystalline Au films are presented and compared with
the results obtained for single crystal films. The mechanisms
and kinetics of laser melting of single crystal films are briefly
discussed first, followed by the analysis of the distinctive
features of the melting process in nanocrystalline films. An
interpretation of the effect of the nanocrystalline structure of
the film on the melting process, observed in the simulations, is
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Figure 3. Time scales of the melting process in a 20 nm single crystal
Au film irradiated with a 200 fs laser pulse at different absorbed
fluences. Semilogarithmic plots of the time required to melt certain
fractions of the film are shown. Each curve corresponds to a particular
fraction of the remaining crystal phase as a function of the absorbed
fluence. The atoms in the crystal phase are distinguished from the ones
in the liquid phase on the basis of the local order parameter.*3%>" Solid
lines show the results of simulations performed with the electron
temperature (7.) dependences of the electron heat capacity (C.) and
electron—phonon coupling (G) that account for the contribution of
thermally excited d band electrons.** Dashed lines show the results
from ref 38 calculated with the conventional temperature dependences
of the thermophysical parameters. The vertical dashed line shows the
value of the absorbed fluence that supplies the amount of energy
necessary for the complete melting of the film.

provided on the basis of thermodynamic analysis of the stability
of solid clusters surrounded by undercooled liquid.

3.1. Laser Melting of Single Crystal Films: Effect of the
Thermal Excitation of d Band Electrons. The mechanisms
and kinetics of short pulse laser melting of 20 nm single crystal
Au films have been analyzed in detail in ref 38 based on the
results of TTM-MD simulations performed with commonly used
approximations of a constant electron—phonon coupling factor
and a linear temperature dependence of the electron heat
capacity. Here, we compare the predictions of these earlier
simulations with the results obtained using a more realistic
description of the electron temperature dependence of the
thermophysical properties of Au that accounts for the contribu-
tion of the thermal excitation of electrons from states located
below the Fermi level.*®

The time scales of laser melting observed in the two series
of TTM-MD simulations of single crystal Au films irradiated
with 200 fs laser pulses can be compared in Figure 3, where
the changes in the fraction of the crystal phase in the irradiated
targets are shown. Two distinct melting regimes can be identified
in both series of simulations. At fluences below ~53 J/m?, the
melting proceeds by the propagation of two melting fronts from
the free surfaces of the film and does not result in the complete
melting of the film. At fluences above ~70 J/m?, the melting
process is dominated by homogeneous nucleation of a large
number of liquid regions inside the overheated crystal, resulting
in the fast phase transformation in the entire film within just
several picoseconds. In the intermediate regime, between 53
and 70 J/m? both the melting front propagation from the
surfaces and homogeneous nucleation of liquid regions con-
tribute to the melting process. The vertical dashed line in Figure
3 marks the absorbed fluence of 53.8 J/m? that supplies the
amount of energy needed to heat the model material from 300
K to the equilibrium melting temperature and to melt the entire
film at the melting temperature.’
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The maximum fluence of 180 J/m? is chosen to avoid
spallation/disintegration of the film.>*37%~70 The threshold
fluence for disintegration of the film is predicted to be ~250
J/m? in simulations performed with the new parametrization of
the model (contribution of thermally excited d band electrons
is included), and is significantly higher with the conventional
temperature dependences of the parameters of the model. The
difference in the spallation/disintegration thresholds can be
explained by the faster rate of the electron—phonon energy
transfer predicted with the new parametrization, leading to the
generation of stronger compressive stresses during the time of
the electron—phonon equilibration. The relaxation of the laser
induced stresses in this case leads to the appearance, growth,
and percolation of multiple voids’ at temperatures significantly
below the temperatures required for explosive boiling.’*7! The
contribution of the laser-induced stresses is negligible in
simulations performed with the conventional set of parameters,
where the disintegration of the film coincides with the onset of
the explosive boiling of the overheated liquid.

A comparison between the melting times predicted in the two
series of simulations (Figure 3) suggests that the starting time
of the melting process shifts to earlier times and the duration
of the melting process decreases when the effect of the thermal
excitation of d band electrons on the thermophysical properties
of the material is accounted for in the model. The difference in
the starting times of the melting process is particularly large at
high fluences. In particular, the time of the beginning of the
melting process (defined as the time when the fraction of the
melted material in the irradiated film reaches 10%) predicted
with the new and old sets of parameters is 3.5 and 9.6 ps at
180 J/m?, 4.4 and 11.1 ps at 140 J/m?, 8.3 and 16.7 ps at 81
J/m?, and 60 and 72 ps at 45 J/m? respectively. Thus, the
difference in the predictions of the two models ranges from
~20% at 45 J/m? to almost 3 times at 180 J/m% The large
difference in the starting times of the melting process can be
explained by the faster electron—phonon equilibration in the
simulations where the increase in the strength of the electron—
phonon coupling at high electron temperatures is taken into
account.

The effect of the new parametrization of the model on the
duration of the melting process is less pronounced, with the
melting time (defined as the time needed for the melted fraction
of the film to increase from 10 to 90%) changing from 2.6 ps
at 81 J/m? to 1.5 ps at 180 J/m? with the new parameters and
from 3.7 ps at 81 J/m? to 2.2 ps at 180 J/m? with the old
parameters of the model. At a lower fluence of 56 J/m?, close
to the threshold for the complete melting of the film, the melting
starts at 20 ps and takes 18 ps with the new parameters and
starts at 26 ps and takes 22 ps with the old parameters of the
model.

The predictions of the simulations can be related to the results
of time-resolved electron diffraction measurements performed
for a 20 nm Au film irradiated by a 200 fs laser pulse. The
experimental results obtained for absorbed laser fluences of 119
J/m? (ref 22) and 137 J/m? (ref 23) indicate that the melting
process starts at ~7 ps and takes approximately 3 ps to melt
the entire film. The melting temperature of the EAM Au material
is lower than the experimental melting temperature of Au by
about 28%, and somewhat lower absorbed laser fluences in the
range 85—100 J/m? correspond to the overheating conditions
realized in the experiment.** As can be seen from Figure 3, in
this range of laser fluences, the time of the beginning of the
melting process predicted with the new set of parameters is in
excellent agreement with experimental data, whereas the simula-
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tions performed with the old set of parameters® (constant
electron—phonon coupling factor and linear temperature de-
pendence of the electron heat capacity) overpredict the starting
time of the melting process by as much as a factor of 2.
Therefore, the simulations discussed below are performed with
the new set of parameters* that provide a realistic description
of the lattice heating rate and the kinetics of the laser melting
process.

3.2. Laser Melting of Single Crystal Films: Microscopic
Mechanisms. Two laser fluences at the upper and lower ends
of the range of fluences shown in Figure 3, 45 and 180 J/m?2,
are chosen for investigation of the effect of the nanocrystalline
structure on the melting process. For the single crystal films,
the results of the simulations are illustrated in Figures 4—6.
The evolution of average electron and lattice temperatures in the
irradiated films is shown in Figure 4. Due to the small electron
heat capacity, the laser energy deposition transiently brings the
electron temperature up to very high values of 6190 and 10770
K at laser fluences of 45 and 180 J/m?, respectively. The
subsequent energy transfer to the lattice leads to a sharp drop
in the electron temperature and an increase in the lattice
temperature. As briefly discussed in section 2, the “ballistic”
energy transfer by nonthermal electrons and relatively weak
electron—phonon coupling in Au result in the establishment of
a uniform distribution of the electron temperature throughout
the 20 nm film during the time of the electron—phonon
equilibration. As a result, the whole film is heated up uniformly
and no significant variations of the electron and lattice temper-
atures are observed within the film at any time during the
simulations (e.g., see ref 38, where the spatial and temporal
distribution of the lattice temperature is shown for one of the
simulations performed for a single crystal Au film). Therefore,
the average electron and lattice temperatures shown in the
temperature plots provide an adequate representation of the
temperature evolution in the irradiated films.

At a fluence of 180 J/m?, the lattice temperature exceeds the
equilibrium melting temperature at 1.5 ps and continues to
increase up to ~50 ps. At later times, the temperature oscillates
around the average value of 3310 K (3.447,,), as can be seen
from the inset in Figure 4a. The temperature oscillations are
related to the corresponding elastic vibration of the film triggered
by the buildup of the compressive stresses in the central part of
the film during the first several picoseconds of the laser
heating.** The relaxation of the compressive stresses drives the
expansion of the film and initiates the vibration of the film that
gradually dissipates with time but is still noticeable at the end
of the simulation, at 400 ps. The oscillations of the lattice
temperature are directly connected to the pressure oscillations
in the film, with compression causing the temperature increase
and expansion leading to cooling. Quantitative thermodynamic
analysis performed in refs 34 and 35 confirms that the
temperature variations with pressure can be attributed to the
adiabatic/isentropic expansion/compression of the film. Note
that, at lower laser fluences, below the threshold for laser
melting, the excitation of the elastic vibration of the film (or
coherent acoustic phonons) is reflected in periodic oscillations
of the positions of diffraction peaks. This effect has been
predicted in TTM-MD simulations®® and observed in time-
resolved electron and X-ray diffraction experiments.”>~74

The atomic-level view of the melting process, shown for the
fluence of 180 J/m? in Figure 5, can be related to the evolution
of the lattice temperature discussed above. By the time of 2 ps,
the lattice temperature exceeds the level of ~1.25T,, that
corresponds to the limit of crystal stability against the onset of
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Figure 4. Temporal evolution of the average electron and lattice temperatures, 7. and 7j, obtained in TTM-MD simulations of single crystal Au
films irradiated by 200 fs laser pulses at absorbed fluences of 180 J/m? (a,b) and 45 J/m? (c,d). The horizontal dashed lines in panels ¢ and d mark
the equilibrium melting temperature of the EAM Au, T, In panels b and d and in the insets in panels a and c, the temperature is normalized by
the equilibrium melting temperature, and the scale is chosen to show a closer view of the evolution of the electron and lattice temperatures during

and after the melting process.

massive homogeneous melting.>*333%7376 The overheating above
the limit of crystal stability results in the collapse of the crystal
structure within the next 3 ps. Rapid nucleation and growth of
liquid regions throughout the film is preceded by generation of
a large number of point defects (vacancy—interstitial pairs) that
can be identified in the snapshots shown for the time of 4 ps in
Figure 5b and e. With the visualization method used in Figure
5, the point defects show up as clusters of atoms with elevated
values of the centrosymmetry parameter. The interstitials
introduce larger lattice distortions and appear in Figure Se as
large green clusters, whereas vacancies are represented by the
smaller red clusters of 12 nearest neighbors of the missing atoms.
The melting is largely completed by 5 ps, with only a few small
remaining crystalline regions visible in Figure 5f.

The mechanism of the ultrafast homogeneous melting oc-
curring under conditions of strong overheating is different from
the classical picture of a homogeneous phase transformation
that considers the nucleation and growth of well-defined
spherical regions of a new phase.!>”” There is no time for the
system to minimize the liquid-crystal interfacial energy, and
the melting proceeds as a rapid collapse of the lattice overheated

above the limit of its stability. The time required for melting of
the strongly overheated crystal is comparable to several periods
of atomic vibrations and can be considered as the minimum
time required for the thermal melting of an overheated
material ***® Indeed, the time scale of laser-induced melting
measured for thin Al and Au films in time-resolved electron
diffraction experiments®*?%2* is in good agreement with the

results of the simulations.’®#

Despite the large number of point defects observed in Figure
Se, the ultrafast melting observed in the simulation does not
follow the scenario suggested in ref 78, where the formation of
clusters of interstitials and vacancies is suggested as an
intermediate step for the homogeneous nucleation of the liquid
phase. The time scale of the melting process is too short to
allow for the diffusional rearrangement of the point defects into
clusters. Nevertheless, the lattice distortions associated with the
large density of vacancies and interstitials are likely to create
an overall “background” of the elevated potential energy in the
crystal and contribute to the onset of the lattice instabilities and
rapid collapse of the crystalline structure.
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(@) 3 ps (b) 4 ps

(d)6ps

(e) 4 ps (crystalline regions are blanked) (f) 5 ps (melted regions are blanked)

Figure 5. Snapshots of atomic configurations during the melting
process in a 20 nm single crystal Au film irradiated with a 200 fs laser
pulse at an absorbed fluence of 180 J/m”. The snapshots are shown for
times of 3 ps (a), 4 ps (b, e), 5 ps (c, f), and 6 ps (d) after the laser
pulse. The coloring scheme is the same as in Figure 1; blue atoms
have local crystalline surroundings, and red and green atoms belong
to the liquid phase. In part e, the atoms in the crystalline parts of the
film (@ < 0.1) are blanked to provide a clear view of the emerging
point defects and disordered regions. In part f, the atoms that belong
to the liquid parts of the film (® > 0.1) are blanked to expose the
remaining crystalline regions.

At a fluence of 45 J/m?, the lattice temperature exceeds the
equilibrium melting temperature at 9 ps, reaches the maximum
value of 1.16T}, by a time of ~20 ps, and gradually decreases
and saturates at Ty, at later times, Figure 4c and d. The decrease
of the temperature corresponds to the melting of the film that
proceeds in this case by the propagation of two melting fronts
from the free surfaces of the film, Figure 6. The velocity of the
melting fronts decreases from the maximum value of ~100 m/s
at the time when the temperature of the film is at its maximum
down to zero as the temperature approaches the equilibrium
melting temperature. The final state of the system at the end of
the simulation is a partially melted film with a crystalline layer
located in the middle of the film. The fraction of the film that
remains in the crystalline form, @, can be predicted by balancing
the amount of energy deposited by the laser pulse with the
energy needed for heating the film from 300 K to T;, and
subsequent melting of the (I — ) fraction of the film:

Lin et al.

Fa = ([I QAT+ [ CD)ADIL + AHL( — o)
3)

where F, is the absorbed fluence, L is the thickness of the
film, C; and C. are the lattice and electron heat capacities, AH,,
is the heat of melting, and a minor correction related to the
interfacial energies is neglected. Using parameters of the EAM
Au material given in ref 38 and the temperature dependence of
the electron heat capacity from ref 43, the fraction of the
crystalline part of the film can be estimated to be oo = 0.53 at
Fas = 45 J/m?. This estimation is consistent with the results of
the simulations, where about half of the atoms in the atomic
configuration shown for 500 ps in Figure 6 belong to the
crystalline part of the film.

Thermally activated generation of vacancy—interstitial pairs,
discussed above for the simulation performed at 180 J/m?, is
also observed at 45 J/m?, although the number of point defects
is much smaller at this lower laser fluence. In particular, 9
vacancy—interstitial pairs are identified in the crystalline part
of the target at 100 ps, with the number of point defects changing
to 11 vacancies and 8 interstitials at 200 ps and 10 vacancies
and 3 interstitials at 500 ps. The fast decrease in the number of
interstitials with time is related to their high mobility. The active
diffusion of the interstitials allows them to escape to the
liquid—crystal interfaces, leaving the vacancies behind. A similar
process of the laser-induced generation of a high concentration
of vacancies was recently observed in simulations performed
for a bulk Cr target.’!

3.3. Laser Melting of Nanocrystalline Films. The results
of the simulations performed for nanocrystalline films irradiated
at laser fluences of 45 and 180 J/m? are illustrated in Figures
7—9. At a fluence of 180 J/m?, the evolution of the average
electron and lattice temperatures of the film (Figure 7a and b)

(a) 20 ps

(b) 100 ps

(c) 200 ps

(d) 500 ps

Figure 6. Snapshots of atomic configurations during the melting
process in a 20 nm single crystal Au film irradiated with a 200 fs laser
pulse at an absorbed fluence of 45 J/m?. The snapshots are shown for
times of 20 ps (a), 100 ps (b), 200 ps (c), and 500 ps (d) after the laser
pulse. The coloring scheme is the same as in Figure 1; blue atoms
have local crystalline surroundings, and red and green atoms belong
to the liquid phase.
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Figure 7. Temporal evolution of the average electron and lattice temperatures, 7, and 7}, obtained in TTM-MD simulations of nanocrystalline Au
films irradiated by 200 fs laser pulses at absorbed fluences of 180 J/m? (a,b) and 45 J/m? (c,d). The horizontal dashed lines in panels ¢ and d mark
the equilibrium melting temperature of the EAM Au, 7),. In panels b and d and in the insets in panels a and c, the temperature is normalized by
the equilibrium melting temperature, and the scale is chosen to show a closer view of the evolution of the electron and lattice temperatures during

and after the melting process.

is similar to the one observed for the single crystal film (Figure
4a and b), except for the somewhat smaller amplitude of the
temperature oscillations observed for the nanocrystalline film.
Snapshots of atomic configurations shown in Figure 8 suggest
that grain boundary melting at the early stage of the heating
process makes some initial contribution to the initiation of the
melting process in the case of the nanocrystalline film. Indeed,
the broadening of the disordered regions around the grain
boundaries has made a much more substantial contribution to
the increase in the amount of material melted by the time of 4
ps (Figure 8b) as compared to the propagation of the melting
fronts from the two free surfaces of the single crystal film
(Figure 5b and e). Nevertheless, the overall time scales of the
melting process observed for the two films are similar in this
high fluence regime (Figure 10a) and are largely defined by
the fast increase in the lattice temperature. In both simulations,
the lattice temperature exceeds the limit of crystal stability
against the homogeneous melting (~1.257},) by a time of ~2
ps, leading to the rapid disappearance of the crystalline regions
remaining in the film within the next 3 ps (Figures 5f and 8d).

The effect of the nanocrystalline structure of the film on the
melting process is much stronger at low fluences, where

significant qualitative differences in the mechanisms of melting
and the final phase composition of the irradiated films are
observed. The differences in the melting process are apparent
from the comparison between the lattice temperature profiles
shown in Figures 4c,d and 7c,d for the two simulations
performed at the same laser fluence of 45 J/m?. The maximum
lattice temperature reached by the time of 20 ps is smaller in
the case of the nanocrystalline film, which can be explained by
the early onset of the grain boundary melting that converts a
part of the thermal energy to the heat of melting of the grain
boundary regions. Indeed, an extensive melting of the grain
boundary regions is apparent from the snapshot of the atomic
configuration shown for a time of 20 ps in Figure 9a. The
temperature of the nanocrystalline film drops below the equi-
librium melting temperature within the next 10 ps (Figure 7d)
and continues to decrease until a time of ~150 ps (Figure 7c).
The temperature eventually saturates at a level that is ~6%
below the equilibrium melting temperature. This temperature
evolution is in sharp contrast with the one observed for the single
crystal film, where the temperature slowly decreases with time
and approaches the equilibrium melting temperature at ~500
ps, Figure 4c.



5694 J. Phys. Chem. C, Vol. 114, No. 12, 2010

(¢)5ps (d) 5 ps (melted regions are blanked)

Figure 8. Snapshots of atomic configurations during the melting
process in a 20 nm nanocrystalline Au film irradiated with a 200 fs
laser pulse at an absorbed fluence of 180 J/m?. The snapshots are shown
for times of 3 ps (a), 4 ps (b), and 5 ps (c,d) after the laser pulse. The
coloring scheme is the same as in Figure 1; blue atoms have local
crystalline surroundings, and red and green atoms belong to the liquid
phase. In part d, the atoms that belong to the liquid parts of the film
(® > 0.1) are blanked to expose the remaining crystalline regions.

The temperature evolution shown in Figure 7c and d can be
related to the structural changes in the irradiated nanocrystalline
film that are illustrated by the snapshots shown in Figure 9.
The initial melting of the grain boundary regions proceeds under
conditions of overheating above the equilibrium melting tem-
perature and, by the time of 50 ps, generates a mixed
liquid—crystal system in which crystalline grains (or clusters)
are surrounded by the melted material (Figure 9e). At this time
of 50 ps, the temperature of the film is already below the
equilibrium melting temperature (Figure 7d). Nevertheless, the
melting process continues, as evidenced by the shrinkage of
the crystalline clusters (Figure 9e—h) and the decrease in the
total number of atoms in the crystalline parts of the system
(Figure 10b). The last crystalline region present at 200 ps (Figure
9h) disappears by a time of 250 ps. The explanation of the
melting of the crystalline clusters occurring under conditions
of undercooling below the equilibrium melting temperature is
provided below, in section 3.4, where a quantitative analysis
of the stability of small solid clusters surrounded by liquid is
performed within the classical nucleation theory.

The structural changes in the nanocrystalline film irradiated
with a short laser pulse can be further investigated through
examination of the evolution of the reduced pair distribution
function G(r) and the corresponding structure function S(Q)
calculated for the transient atomic configurations generated in
the simulation performed at 45 J/m? and shown in Figure 11.
The equations defining the functions and the numerical methods
used for calculation of G(r) and S(Q) from atomic configurations
are presented in ref 38. Before the laser irradiation, at O ps,
both functions exhibit distinct peaks characteristic of the fcc
crystalline structure. Following the laser excitation, the fast
temperature increase and the onset of the melting process result
in broadening of the peaks in G(r) and reduction of their

Lin et al.

(b) 50 ps

(d) 150 ps

(f) 100 ps (melted regions are blanked)

4

I Q | \\

(2) 150 ps (melted regions are blanked)

(h) 200 ps (melted regions are blanked)

Figure 9. Snapshots of atomic configurations during the melting
process in a 20 nm nanocrystalline Au film irradiated with a 200 fs
laser pulse at an absorbed fluence of 45 J/m?. The snapshots are shown
for times of 20 ps (a), 50 ps (b,e), 100 ps (c,f), 150 ps (d,g), and 200
ps (h) after the laser pulse. The coloring scheme is the same as in Figure
1; blue atoms have local crystalline surroundings, and red and green
atoms belong to the liquid phase. In parts e—h, the atoms that belong
to the liquid parts of the film (® > 0.1) are blanked to expose the
remaining crystalline regions.

intensities. At 20 ps, when analysis based on the centrosymmetry
parameter indicates that ~46% of atoms still have local
crystalline surroundings, some of the crystalline peaks in G(r)
are completely obscured and cannot be identified, e.g., the peak
corresponding to the second-neighbor shell in the fcc structure
(Figure 11a). The disappearance of this and other peaks,
however, does not imply the complete absence of the crystalline
ordering in the system. As shown in the analysis reported in
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Figure 10. Time evolution of the fraction of atoms in the crystalline
parts of the single crystal (dashed lines) and nanocrystalline (solid lines)
films irradiated with 200 fs laser pulses at absorbed fluences of 180
J/m? (a) and 45 J/m? (b). The atoms in the crystalline parts of the films
are identified by the value of the centrosymmetry parameter (® < 0.1).
The fractions of the crystal phase are not equal to unity at the initial
time of O ps due to the contribution of atoms at the free surfaces of the
film and in the grain boundary regions.

ref 38, some of the peaks can become completely obscured by
the broadening of all of the peaks due to the increased amplitude
of atomic vibrations at a high temperature. The shape of G(r)
calculated at 20 ps still has some features that can be attributed
to the crystalline arrangement of atoms in the remaining solid
parts of the system. The crystalline features become almost
unidentifiable in G(r) calculated at 50 ps, when the crystalline
clusters account for ~13% of atoms in the system, and
completely disappear by 200 ps, when the only remaining
crystalline cluster shown in Figure 9h is composed of 1168
atoms (0.2% of the total number of atoms).

The identification of the remaining crystalline regions at the
late stages of the melting process appears to be more straight-
forward from the analysis of the structure factor, S(Q), which
can be related®® to the diffraction profiles measured in time-
resolved X-ray and electron diffraction experiments,7-19-2+26.72-74
While the heights of all of the diffraction peaks decrease sharply
during the first tens of picoseconds due to the increasing thermal
vibrations of the atoms (Debye—Waller factor)®® and the
progressing melting process, the peaks characteristic of the fcc
structure can still be identified in S(Q) plotted for 20 and 50
ps, Figure 11b. The positions of the diffraction peaks at these
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Figure 11. Reduced pair distribution functions G(r) (a) and structure
functions S(Q) (b) computed for atomic configurations obtained in a
TTM-MD simulation of a 20 nm nanocrystalline Au film irradiated
with a 200 fs laser pulse at an absorbed fluence of 45 J/m>. The
functions are calculated for times of 0, 20, 50, 200, and 500 ps after
the laser pulse.

times are shifted to the left with respect to the positions of the
peaks before the irradiation, at O ps. Similar shifts of the peaks
have been observed in earlier simulations of laser heating and
melting performed for single crystal films,?¥° where the shifts
have been attributed to the uniaxial expansion of the film in
the direction perpendicular to the free surfaces in response to
the laser heating. In addition to the shifts of the peaks, the
structure factor calculated for the single crystal films also
exhibited splitting of some of the peaks due to the transformation
of the cubic lattice to the tetragonal one upon the uniaxial
expansion.®®? In the case of the nanocrystalline structure of
the film, however, the random crystallographic orientations of
grains ensures that the uniaxial expansion equally affects
interplanar distances in all crystallographic directions and no
splitting of the peaks is observed. The peaks characteristic of
the fcc structure disappear completely, and S(Q) takes the shape
characteristic of the liquid structure by the time of 200 ps, when
the fraction of the crystalline phase in the system becomes 0.2
at. %.

3.4. Thermodynamic Analysis of Clusters in Undercooled
Liquid. The drastic difference in the melting behavior of single
crystal and nanocrystalline films irradiated at the same laser
fluence of 45 J/m? calls for further analysis of the melting
conditions. The difference between the partial heterogeneous
melting of about a half of the film in the case of the single
crystal film and the complete melting of the nanocrystalline film
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cannot be attributed solely to the higher initial energy density
in the nanocrystalline film associated with the energy of the
grain boundaries. The difference in the potential energy densities
in the two films is 0.022 eV/atom (2.1 kJ mol™!) which
corresponds to 25% of the enthalpy of melting (AH,, = 8.4 kJ
mol™").?® Thus, the contribution from the energy of the grain
boundaries cannot explain the melting of ~50% part of the film
that remains crystalline at the end of the simulation performed
for the single crystal film, Figure 6d. To explain the complete
melting of the nanocrystalline layer at a fluence of 45 J/m?,
below, we provide a simple thermodynamic analysis of the
melting conditions in the nanocrystalline film.

The snapshots of atomic configurations shown in Figure 9
indicate that the initiation of the melting process at grain
boundaries results in the separation of the crystalline domains
by liquid regions. Therefore, the remaining part of the melting
process can be described as dissolution of individual crystalline
clusters in the liquid. The condition for the equilibrium between
a crystalline cluster and a surrounding liquid can be found
following the analysis of the classical nucleation theory that
considers the Gibbs free energy change upon the formation of
a spherical solid nucleus of radius r in an undercooled liquid:”’

AG, = —%‘nﬁAGV + 4ty 4)
where AG, is the Gibbs free energy difference between the solid
and liquid phases per unit volume and yg;. is the solid—liquid
interfacial free energy. For small undercoolings, AT =T, — T,
the difference in the specific heats of the solid and liquid phases
can be neglected and AG, can be approximated by AH,AT/
Tm, wWith AH,, expressed in units of energy per volume. For a
given undercooling AT, the critical size of a solid cluster that
corresponds to the state of unstable equilibrium between the
cluster and the surrounding liquid can be then obtained from
eq 4 and expressed through ygs. and AH,:

. — 2y (ZVSLTm) 1

r

AG, AH,, |AT ©)
For r < r*, the solid cluster is thermodynamically unstable, as
dissolution of the cluster would lower the free energy of the
system, whereas for r > r* the free energy of the system would
decrease if the cluster grows. For a cluster of a particular radius
r, the condition given by eq 5 can be reformulated to give the
critical undercooling temperature 7* that corresponds to the
equilibrium between the cluster and the surrounding liquid

2ysi1
AH, r

Similar to the discussion of the critical radius, the decrease of
the free energy corresponds to the dissolution of the cluster at
T > T* and growth of the cluster at T < T%, indicating that 7%
corresponds to the state of unstable equilibrium between the
cluster of radius r and the surrounding liquid. The temperature
given by eq 6 has also been interpreted in ref 2 as an upper
limit of the melting temperature of a small particle with radius
r.

In order to relate the cluster size dependence of the critical
undercooling temperature given by eq 6 to the results of the
laser melting simulations, it is necessary to determine the
solid—liquid interfacial free energy for the EAM Au material.
A number of computational approaches have been developed
for calculation of the solid—liquid interfacial free energy.”” %
Using the capillary fluctuation method described in refs 81—83,
we evaluated the interfacial free energies for three interfaces,

T* = Tm[l - ()

Lin et al.

(100), (110), and (210), to be 104, 100, and 102 mlJ/m?,
respectively. We did not perform calculations for the (111)
interface, which can be expected to have the lowest value of
the free energy.®%8!84 The small difference between the (100)
and (110) interfaces and the ordering of y° > ¥41% is consistent
with most of the earlier calculations performed with Lennard-
Jones and EAM potentials.3*"% The values of the interfacial
free energy, however, are smaller than the experimental value
of 132 mJ/m? obtained from measurements of the frequency of
homogeneous nucleation in small droplets of supercooled Au,%
as well as the value of ~126 mJ/m? calculated with the capillary
fluctuation method for Voter-Chen EAM Au.%

The relatively low values of the interfacial free energy
predicted in our calculations can be partially attributed to the
lower value of the melting temperature of Johnson EAM Au,
963 K, as compared to 1120 K of Voter-Chen EAM Au and
the experimental value of 1338 K. The variation of the interfacial
energy with melting temperature can be described by Turnbull’s
empirical relationship,® y = aT,AS,p*?, where AS,, is the
entropy change upon melting, p is the number density of the
solid phase, and a is the so-called Turnbull coefficient that has
a relatively small variation for different metals.®*% Since the
values of AS,, in many close-packed metals are close to each
other, the Turnbull relationship implies an approximately linear
dependence of the interfacial free energy on the melting
temperature. Accounting for the lower melting temperature of
Johnson EAM Au (14% difference with Voter-Chen EAM Au
and 28% difference with the experimental value) brings the
interfacial energies predicted in our capillary fluctuation method
calculations closer to the values reported in the literature.

An alternative approach to finding the interfacial free energy
and the critical undercooling temperature has been recently
suggested and applied for a Lennard-Jones system in ref 87.
This approach is based on direct analysis of the stability of a
solid cluster of radius r thermally equilibrated with surrounding
undercooled liquid in constant pressure—constant temperature
MD simulations. By performing simulations at different tem-
peratures, the critical undercooling temperature is identified as
the temperature at which the cluster does not show clear trends
for growth (T < T%) or dissolution (7 > T%). After the critical
undercooling temperature is determined for several different
radii, the effective orientationally averaged interfacial free
energy of the cluster can be found by fitting the data to eq 6.
This approach is particularly suitable for interpretation of the
results of the laser melting simulations, since the value of the
effective interfacial free energy of the cluster naturally accounts
for the contributions from interfaces of different crystallographic
orientations as well as for any spontaneous faceting of the
clusters.

The calculation of the critical undercooling temperature for
the Johnson EAM Au potential used in this work is illustrated
in Figure 12. The initial configuration of a crystalline cluster
embedded in an undercooled liquid is created as follows. A
spherical region of radius r is first defined within an initial MD
computational cell represented by an fcc crystal with dimensions
0of 9.1 x 9.1 x 9.1 nm® or 16.6 x 16.6 x 16.6 nm? (this larger
computational cell is used in simulations performed for the
largest crystalline cluster with a radius of 4.3 nm). The
temperature outside the spherical region is then increased well
above the equilibrium melting temperature to induce melting
while keeping the temperature inside the spherical region below
the equilibrium melting temperature, so that the spherical region
remains in the solid state. Following the complete melting of
the material outside the spherical cluster, the temperatures of
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Figure 12. Snapshot of an atomic configuration used in the investiga-
tion of the stability of solid clusters surrounded by undercooled liquid
(a) and the time evolution of the number of atoms in the crystalline
cluster in MD simulations performed at different temperatures (b). The
data is shown for one of the clusters used in the simulations (the initial
radius is 2.4 nm, and the number of atoms is 3198). The atoms in the
crystal are distinguished from the ones in the liquid phase on the basis
of the local order parameter. In part a, the atoms in the cluster are
shown by blue spheres, and the atoms in the surrounding liquid are
shown by red dots.

the solid cluster and the surrounding liquid are brought to the
same designated value below the equilibrium melting temper-
ature by the Berendsen thermostat method®® applied separately
to the two parts of the system. The simulations are performed
at a constant zero pressure and periodic boundary conditions
imposed in all three directions. The procedure described above
produces a thermally equilibrated system consisting of a solid
cluster surrounded by an undercooled liquid. A snapshot of a
typical atomic configuration is shown in Figure 12a for a cluster
with a radius of ~2.4 nm (3198 atoms). It can be seen that the
equilibrated solid cluster exhibits substantial deviations from
the original spherical shape due to the faceting that reduces the
total interfacial energy in the liquid-cluster system.
Following the initial equilibration, the system is allowed to
evolve under constant temperature and constant pressure condi-
tions for 300 ps. The atoms with local crystalline surroundings
are identified by calculating the local order parameter,**%> and
the number of atoms in the crystalline cluster is monitored
during the simulations. The procedure of identification of the
critical undercooling temperature is illustrated in Figure 12b
for a crystalline cluster with an initial radius of 2.4 nm. At
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Figure 13. The critical undercooling temperature of a crystalline cluster
surrounded by undercooled liquid as a function of the size of the cluster.
The data points are obtained in MD simulations of the evolution of
clusters surrounded by liquid at different undercoolings, as described
in the text and illustrated in Figure 12. The solid lines show the
predictions of eq 6 with the values of interfacial free energies predicted
with the capillary fluctuation method (y = 102 mJ/m?) and obtained
by fitting eq 6 to the data points (ys = 119 mJ/m?). The horizontal
dotted line shows the equilibrium melting temperature of EAM Au.
The horizontal dashed line marks the maximum level of undercooling
observed in the simulation of laser melting of nanocrystalline film
irradiated at a fluence of 45 J/m>.

temperatures of 820 and 835 K, the size of the cluster increases
rapidly, leading to the complete solidification of the computa-
tional cell on the time scale of the simulation. At temperatures
of 850 and 847 K, the size of the cluster shrinks and the cluster
dissolves. At temperatures of 845 and 844 K, the size of the
cluster fluctuates around the initial value for the duration of
the simulation. This behavior is consistent with the condition
of equilibrium between the crystalline cluster and the surround-
ing liquid, and therefore, we estimate the critical undercooling
temperature for this cluster to be 895 K. Note that the
equilibrium between the cluster of the critical size and the
surrounding liquid is an unstable one and structural fluctuations
can easily destabilize the fragile cluster—liquid coexistence,
triggering either growth or dissolution of the cluster. Indeed, in
three simulations performed slightly below the estimated critical
undercooling temperature, we observe either growth (at 841 K)
or dissolution (at 840 and 843 K) of the cluster. This observation
highlights the stochastic nature of the structural fluctuations
around the critical undercooling temperature. The number of
simulations performed for each size of crystalline cluster is
chosen to be sufficiently large to ensure the accuracy of the
estimation of the values of the critical undercooling temperature
to be within several degrees K.

The results of the calculation of the critical undercooling
temperature for clusters of different sizes are shown in Figure
13. The values of the critical undercooling temperature follow
a linear dependence on the inverse of the cluster radius predicted
by eq 6. Fitting eq 6 to the data points yields a value of the
effective interfacial free energy of 119 mJ/m?. Taking into
account that this interfacial free energy has contributions from
different crystallographic facets present in the clusters and that
the shapes of the clusters can have significant deviation from
the spherical shape assumed in the model, the predicted value
can be considered to be in a reasonable agreement with the
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values of 100—104 mJ/m? obtained for the (100), (110), and
(210) interfaces using the capillary fluctuation method. We note,
however, that calculations of the critical undercooling temper-
ature for the Lennard-Jones system reported in ref 87 yielded a
value of the effective interfacial energy of small solid clusters
that is smaller than the values of interfacial energies of flat
interfaces predicted for the same system with the capillary
fluctuation method.””~#' These contradicting results call for a
more detailed analysis of the factors affecting the computational
predictions of the two methods used in the evaluation of the
interfacial free energy.

The observation of the strong size dependence of the thermal
stability of a solid cluster surrounded by an undercooled liquid
can be directly applied for interpretation of the results of the
simulation of laser melting of the nanocrystalline film at 45 J/m?.
As can be seen from Figure 7c and d, the temperature of the
film exceeds the equilibrium melting temperature at 12 ps, goes
down below the melting temperature by ~25 ps, decreases
below 0.95T,,, by ~100 ps, and saturates at a level of ~0.94T,
(~903 K) at a later time. At the time when the temperature of
the film drops below the melting temperature, the structure of
the system can already be described as a group of crystalline
clusters surrounded by liquid. The analysis of the cluster
stability, therefore, can be based on the plot of the cluster size
dependence of the critical undercooling temperature shown in
Figure 13. The level of the maximum undercooling observed
in the simulation is shown by the dashed line in Figure 13. At
this undercooling, all clusters with a diameter less than ~9.5
nm (calculated from eq 6 with y5 = 119 mJ/m?) are unstable
and their dissolution would reduce the free energy of the system.
Although the diameter of the largest grain present in the initial
system exceeds 10 nm (see inset in Figure 2), by the time of
100 ps, the remaining solid clusters are all smaller than ~5 nm
and are well below the critical size. Therefore, the continuation
of the melting process below the equilibrium melting temper-
ature can be explained by the subcritical size of the crystalline
clusters, which results in their gradual dissolution.

4. Conclusions

The effect of the high density of grain boundaries in
nanocrystalline metals on the characteristics of the melting
process induced by short pulse laser irradiation is investigated
in atomistic simulations performed for single crystal and
nanocrystalline Au films. The simulations are performed with
a hybrid atomistic-continuum model that combines the classical
MD method with a continuum-level description of the laser
excitation and subsequent relaxation of the conduction band
electrons. A description of the electron temperature dependence
of the thermophysical properties of Au that accounts for the
contribution of the thermal excitation of electrons from states
located below the Fermi level is incorporated into the model
and is found to play a major role in defining the kinetics of the
melting process. Compared with the results of earlier simulations
performed for single crystal films with conventional assumptions
of a linear temperature dependence of the electron heat capacity
and a constant value of the electron—phonon coupling, the
simulations performed with the new temperature dependences
of the thermophysical parameters of the material predict a
significant, by more than a factor of 2, decrease in the time of
the onset of the melting process at high laser fluences. The
inclusion of the contribution from the thermal excitation of the
lower band electrons into the model is found to be essential for
bringing the computational predictions into quantitative agree-
ment with the results of time-resolved experimental probing of
the laser-induced structural transformations.
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A detailed analysis of the effect of the nanocrystalline
structure on the kinetics and mechanisms of melting indicates
that at all laser fluences the melting process starts from the grain
boundary regions as soon as the lattice temperature approaches
and exceeds the equilibrium melting temperature. The contribu-
tion of the grain boundary melting to the overall melting process
is, however, very different in the low fluence regime (below or
close to the threshold for the complete melting of the film) and
in the high fluence regime (significantly above the melting
threshold).

At high laser fluences, the temperatures of both single crystal
and nanocrystalline films quickly exceed the limit of thermal
stability of the crystal lattice, resulting in a rapid collapse of
the crystal structure within the next several picoseconds. The
onset of the homogeneous melting is preceded by thermally
activated generation of a large number of vacancy—interstitial
pairs that introduce localized lattice distortions and reduce the
stability of the crystal structure against melting. Although the
grain boundary melting in nanocrystalline films results in a
certain decrease in the size of the crystalline grains at the initial
stage of the laser heating, the overall time scale of the melting
process is largely defined by the fast temperature increase and
the rapid homogeneous nucleation and growth of disordered
region throughout the overheated crystalline parts of the films.

At lower laser fluences, when the maximum lattice temper-
ature does not exceed the limit of crystal stability against
homogeneous melting, the microstructure of the film is found
to have a much stronger effect on the characteristics of the
melting process. In particular, in two simulations performed at
the same absorbed fluence of 45 J/m?, a partial melting of about
a half of a 20 nm single crystal Au film and a complete melting
of a nanocrystalline film of the same size are observed. The
melting of the single crystal film proceeds by propagation of
the melting fronts from the free surfaces of the film and the
system reaches an equilibrium state when the temperature of
the film drops down to the equilibrium melting temperature. In
the case of the nanocrystalline film, the melting continues below
the equilibrium melting temperature and the last crystalline
regions disappear under conditions of about 6% undercooling
below the melting temperature. The unusual melting behavior
of the nanocrystalline films is explained on the basis of
thermodynamic analysis of the stability of small crystalline
clusters surrounded by undercooled liquid.
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