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Abstract Computer simulations and theoretical analysis of laser-materials interac-
tions are playing an increasingly important role in the advancement of modern laser
technologies and broadening the range of laser applications. In this chapter, we first
provide an overview of the current understanding of the laser coupling and transient
variation of optical properties in metals, semiconductors and dielectrics, with the
focus on the practical implications on the energy deposition and distribution in the
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irradiated targets. The continuum-level modeling of the dynamic evolution of laser-
induced stresses, nonequilibrium phase transformations, and material redistribution
within the laser spot are then discussed, and the need for the physical insights into
the mechanisms and kinetics of highly nonequilibrium processes triggered by the
laser excitation is highlighted. The physical insights can be provided by atomistic
modeling, and several examples are discussed where large-scale molecular dynamics
simulations are used for investigation of the mechanisms of the generation of crystal
defects (vacancies, interstitials, dislocations, and twin boundaries) and the material
redistribution responsible for the formation of laser-induced periodic surface struc-
tures in the single-pulse ablative regime. The need for the integrated computational
approach fully accounting for the strong coupling between processes occurring at
different time- and length-scales is highlighted.

5.1 Introduction

The continuous progress in the advancement of laser applications is increasingly
relying on thorough theoretical understanding of laser-induced processes that con-
trol the structural and phase transformations responsible for material modification,
selective removal and/or transfer. Experimental diagnostics capable of resolving the
laser-induced processes on femto-/picosecond time-scales and simultaneously on
sub-micrometer length-scales, however, are currently limited to specific systems and
irradiation conditions [1–3]. Even with the advancement of existing and the devel-
opment of new time-resolved diagnostic methods, the experimental probing alone
is unlikely to completely uncover the relationships between numerous processes
involved in laser-matter interactions, which take place simultaneously or sequen-
tially with overlap in time and space. Hence, numerical simulation of processes
occurring in laser-irradiated materials is an invaluable tool for understanding the
complex phenomena of laser-materials interactions, especially when materials are
driven far out of electronic, thermal, and mechanical equilibrium [4]. A combination
of numerical simulation and experimental probing of laser-induced processes per-
formed for the same experimental conditions is likely to be the most efficient way of
gaining deep insights into the rapid structural and phase transformations triggered
by the laser excitation.

In this chapter, we provide an overview of theoretical treatment and numerical
modeling of different stages of laser-materials interactions, from the laser excitation
of the electronic sub-system in thematerial to the thermal andmechanical response to
the laser energy deposition leading to material modification, redistribution, or ejec-
tion from the irradiated target. The overview is focused on computational predictions
that can be directly mapped to experimental observations and used for optimization
of laser processing conditions in practical applications. We start with analysis of
the transient modification of optical properties due to the laser-induced electronic
excitation, as it defines the fraction of the incident laser energy that is absorbed by
the irradiated material and its initial distribution in the target. The solid knowledge
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of the laser energy deposition and redistribution enables a reliable analysis of the
material response to the rapid laser heating, which may involve plastic deformation,
melting and resolidification, hydrodynamic flow of molten material, photomechani-
cal damage/spallation, explosive boiling of material superheated up to the limit of its
thermodynamic stability, and the ejection of material from the target driven by the
relaxation of laser-induced stresses, the explosive release of vapor, and/or material
ionization and charge separation. Many of the processes involved in laser-materials
interactions have been addressed in atomistic or continuum-level simulations, and
have been reviewed in chapters published as follow ups on two earlier editions of
the School on Lasers in Materials Science [5–8]. In this chapter, we focus our atten-
tion on methods capable of addressing the processes occurring on the scale of the
whole laser spot as well as on multiscale computational approaches where atomistic
simulations inform the larger-scale continuum models on the kinetics and mech-
anisms of laser-induced structural and phase transformations, and help to design
advanced continuum-level models fully accounting for the complexity of short pulse
laser-materials interactions.

The variation of optical properties of metals, semiconductors and dielectrics
excited by the laser irradiation are discussed next in Sect. 5.2, the continuum-level
modeling of thermal and mechanical processes occurring on the scale of the laser
spot is reviewed in Sect. 5.3, and several examples of the use of atomistic molecular
dynamics method for revealing the processes responsible for material modification
by short laser pulses are provided in Sect. 5.4. Finally, in Sect. 5.5, we briefly outline
the prospects for the advancement of the computational treatment of the complex
phenomena of laser-materials interactions.

5.2 Transient Response of Materials to Ultrafast Laser
Excitation: Optical Properties

In this section, we provide a brief overview of several analytical models developed to
describe the optical response of laser-irradiated materials, which is swiftly changing
already during the laser pulse action and continue to evolve after pulse termination.
We focus on simplified analytical models, which can be integrated into large-scale
continuum or atomistic simulations of ultrashort laser-matter interaction. While for
the bandgap materials the existing optical models usually account for the dynamic
variation of surface reflectivity due to generation of charge carriers in the conduction
band, in the case of metals the majority of simulations reported in literature are based
on an assumption of constant reflectivity equal to that of a cold metal at a specific
wavelength. This can lead to misinterpretation of experimental data, as the optical
properties (both reflectivity and absorption coefficient) of the free electron popula-
tion in metals may change considerably when the energy density of up to several eV
per electron is deposited by the laser pulse. When the surface reflectivity strongly
varies upon ultrafast laser excitation of a sample, the actual absorbed energy can be,
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depending on the electronic structure of the material, either under- or overestimated.
While many details of the transient optical response of materials undergoing strong
electronic excitation and rapid equilibration are still not fully understood, the simpli-
fied models discussed in this section may provide general guidance for interpretation
of experimental observations.

5.2.1 Metals: Transient Optical Properties

Theoretical description of the optical response of metals as well as bandgapmaterials
upon their ionization with generation of a dense free-electron plasma is usually based
on the theory proposed by Paul Karl Ludwig Drude in 1900 [9]. The Drude theory
was developed for explaining the electrical conduction in metals under the classical
assumption that free electrons can be represented as particles scattered in collisions
with immobile ions. It was refined by Hendrik Antoon Lorentz who proposed that
the mean free path of electrons was limited by collisions. This simple theory gives
a physical justification for Ohm’s law and can predict the electron current in metals
under the action of electromagnetic waves. As the frequency-dependent dielectric
function of a material is directly related to the oscillating current of free electrons,
the Drude theory is widely used for describing the free-carrier contribution to the
optical response of solids to laser light (known as the Drude model or sometimes the
Drude-Lorentz model) [10, 11].

5.2.1.1 The Drude Model

The Drude model (or free electron model) provides the basic formulation of the free
carrier contribution in the material response to electromagnetic waves of a specific
angular frequency ω via the expression for the complex dielectric function, which
reads in the general form as [11, 12]:

ε � εcore + i
nee2τc

ωε0m∗
e (1 − iωτc)

. (5.1)

Equation (5.1) can be rewritten as

ε � ε1 + iε2 with

ε1 � εcore − nee2τ 2
c

ε0m∗
e (1 + ω2τ 2

c )
and ε2 � nee2τc

ωε0m∗
e (1 + ω2τ 2

c )
. (5.2)

Here ne and e are the free electron density and elementary charge, 1/τ c is the colli-
sion frequency of electrons. The collisions between electrons and between electrons
and lattice atoms/ions provide damping of the optical response of material to laser
radiation. When free electrons are moving in a periodic potential of the lattice in a
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solidmedium, they respond to external forces differently than in vacuum. To simplify
the description of this effect, the effective mass m∗

e is introduced, which is usually
considered to be constant independent of the excitation conditions. εcore is a core
dielectric function, which is introduced to approximate the interband contributions
(absorption of electromagnetic radiation by an electron in an occupied state below
the Fermi level with transition to an unoccupied state in a higher band) [11]. This
part of the dielectric function is usually considered as independent of frequency.
In vacuum εcore � 1 and often the same is considered for metals [10, 11]. Note
that, according to the Drude model, the dielectric permittivity is connected with the
electric conductivity σ (ω) in metals as ε � 1 + iσ (ω)/ε0ω.

It is seen from (5.2) that ε1 becomes negative starting from some frequency
ωp � √

nee2/ε0εcorem∗
e , taking into account that (1/τ c) � ωp. At this character-

istic frequency ωp, called plasma frequency, the response of the material changes
from a metallic to a dielectric one. The electromagnetic field with angular frequency
below the plasma frequency cannot penetrate the material. This corresponds to the
collisionless plasma regime, when the light is totally reflected. In metals, electro-
magnetic waves can penetrate a very thin surface layer whose size is determined
by the electron collision frequency (1/τ c) and can be calculated from the dielectric
function, see below.

The optical properties of cold metals are reasonably well described by the Drude
model in infrared and, partially, visible spectral ranges via adjusting the plasma and
collision frequencies, while at higher frequencies the model fails [10]. The reasons
for the failure include an increasing contribution of intraband transitions and an
enhanced sensitivity of the electromagnetic wave to surface roughness at shorter
laser wavelengths. To extend the description for a wider spectral range, several mod-
ifications of the Drude model have been proposed.

5.2.1.2 The Combined Drude-Lorentz Model

The Lorentz model was developed for insulating materials, assuming that the elec-
trons are bound to the nuclei in a similar way as small light balls can be bound to large
heavy balls by springs [13]. Under the action of an external periodically-varied force
(electromagneticwave), such systemhas resonant frequencies (harmonic oscillators).
Then, the complex dielectric function of a material can be described by accounting
for both free and core (bound) electrons through a combination of the Drude and
Lorentz models [14, 15]:

ε � εD + εL , (5.3)

where εD is given by (5.1), and εL is the Lorentzian term written in the general form
as [13, 14, 16]
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εL � −
N∑

l�1

fl�2
L ,l

(ω2 − �2
L ,l ) − iω�L ,l

. (5.4)

Here�L,l is a resonant frequency l (l� 1,…,N) with aweighting factor f l defining
the fraction of electrons that are bound to this frequency (

∑N
l�1 fl � 1), and �L,l is

the damping constant. Adding one or several Lorentzian terms to the Drude model
enables expansion of the accessible spectral range toward shorter wavelengths, where
the optical properties can be satisfactorily described at a fixed temperature via fitting
the model parameters (εcore, ωp, τ c, �L,l, �L,l, f l) [14, 16–18].

It is clear that the above approach gives a rather schematic description of dif-
ferent contributions and parameters affecting the optical response of metals, and its
application to simulations of laser-matter interactions must involve a fitting proce-
dure. However, the Drude model and the combined Drude-Lorentz model represent a
valuable tool that enables an effective description of the swift changes in the optical
properties of solids irradiated by ultrashort powerful laser pulses within the frame-
work of large-scale continuum or atomistic models.

5.2.1.3 High Free-Electron Temperatures: Plasma-like Behavior

When the electron temperature in metals (Te) approaches the Fermi temperature
(TF), the electron gas starts to behave as a hot dense plasma with associated change
in optical response ([19] and references therein) that has to also be accounted for
in simulations. The dielectric permittivity at the limit of the hot electron plasma
(Te � TF), εp, with the Maxwellian distribution function can be expressed in the
following form [19–22]:

εp � 1 + i
4ω2

p

3ω(kBTe)5/2
√

π

∞∫

0

dEe
E3/2
e exp(−Ee/kBTe)

−iω + 3
√

π/2(kBTe/Ee)
3/2νT

eiG
, (5.5)

where Ee and Te are the electron energy and temperature, respectively; kB is the

Boltzmann constant; νT
ei � 4

√
2π Znie4 ln
/

(√
mek

3/2
B T 3/2

e

)
is the electron-ion

collision frequency with the Coulomb logarithm, ln 
, which can be approximately
taken to be equal to 2 at the electron temperatures of the order of 10 eV [23]; the
factor G � (

νT
ei/γσ + (1 − 2i)ω

)
/
(
νT
ei + (1 − 2i)ω

)
with γσ ≈ (0.87 + Z )/(2.2 + Z )

accounts for the electron-electron collisions [22]; Z is the number of free electrons
per ion in the metal, and ni � ne/Z is the number density of ions. Note that generally
Z can vary upon irradiation of transition metals by ultrashort laser pulses due to
excitation of d-electrons [24].

By convention, the description of the optical properties of metals can be divided
into three regimes depending on the electron temperature: (1) low electron temper-
atures, much smaller than TF ; (2) large electron temperatures, above TF , and (3)
intermediate electron temperatures, when both metallic and plasma behavior of the
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conduction electrons can be manifested. In the examples shown in Fig. 5.1, the fol-
lowing matching between the metallic and plasma ranges of the dielectric function
was used:

ε �

⎧
⎪⎨

⎪⎩

εm,

εm + εp,

εp,

Te < 0.3TF

0.3TF < Te < TF

Te > TF

(5.6)

Here εm is calculated according to (5.1) or (5.3). Note that different methods
were proposed for bridging the metallic and nondegenerate plasma behaviors via
power [19] or linear [25] functions. However, we did not find much difference in
the simulation results after applying the different functions. Expression (5.6) gives
a sufficiently smooth transition between the two types of metal optical response.

5.2.1.4 Reflection and Absorption Coefficients

As soon as the dielectric function is determined by one of the methods described
above, the reflection and absorption coefficients of a material exposed to a short
pulse laser heating can be calculated using the Fresnel equations. The refractive
index n and the extinction coefficient k are expressed as

n �
√
1

2

(
ε1 +

√
ε21 + ε22

)
, (5.7)

k �
√
1

2

(
−ε1 +

√
ε21 + ε22

)
. (5.8)

Then the absorption α and reflection R coefficients are calculated as follows:

α � 4πk

λ
, (5.9)

R � (n − 1)2 + k2

(n + 1)2 + k2
. (5.10)

Here λ is the laser wavelength and the expression for R is given for the normal
incidence of the laser beam. The absorption length lab � 1/α characterizes the depth
of electromagnetic wave penetration into metallic sample. For an arbitrary angle
of incidence, the Fresnel relation for R includes the angular dependence, which is
a function of the light polarization direction relative to the beam incidence [26].
Additionally, when the surface layer of an irradiated material is strongly inhomo-
geneous (either in terms of composition or due to strong gradients of the electron
and/or lattice temperatures and the electron density), application of the multilayer
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Fig. 5.1 Comparison of the reflectivity of gold and zinc as a function of the average fluence, F0,
obtained in TTM modeling combined with different models of the optical response. The target
is irradiated by 66-fs Gaussian laser pulses at 800 nm wavelength. The experimental data were
obtained using the hemiellipsoidal metallic reflector technique [34, 36]. Results obtained with the
Drude model, (5.1), and the combined Drude-Lorentz model, (5.3), are marked as “Drude” and
“Drude-Lorenz” respectively. The simulated reflectivity with integration over the irradiation spot
is marked as 2D. 1D corresponds to the simulated reflectivity at the center of the irradiation spot,
where F � 2F0. To match the experimental data [36] at low fluences, surface roughness σ was
set to 36 and 17 nm for zinc and gold, respectively, unless otherwise is specified. a Results for
gold. The plasma response model was included in the simulations, but it does not give a noticeable
effect in the studied fluence range and is therefore not shown here. b Results for zinc without and
with plasma contribution, (5.6). c The Drude model with εcore � 1 for gold: comparison of 2D
simulations with and without accounting for surface roughness and under assumption that only
~30% of free electrons contribute to the optical response. d Simulations for zinc (2D-TTM with
the Drude model at εcore � 1) with the heat capacity calculated as the linear dependence Ce �
AeTe over the whole fluence range and with saturation at the values given in the legend. The data
obtained under assumption that only ~30% of free electrons contribute to the optical response are
shown by star symbols

approach for reflectivity calculations can be useful for achieving a better agreement
with experimental data [12, 27, 28].
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5.2.1.5 Surface Roughness Effect on Reflectance

The optical properties of material surfaces are dependent on their quality (primarily
the surface roughness, oxidation, contamination, etc.) [29]. The handbooks of optical
properties provide the data for thoroughly polishedmetals up to amirror quality [30].
In many experiments on laser-matter interaction, the reflection coefficients of virgin
surfaces can differ (usually are smaller) compared to the handbook data. For rough
surfaces with the reflectivity close to the mirror quality (σ � λ, where σ stands for
the mean-square roughness size), the following expressions can be used to account
for the surface roughness in specular and diffuse reflectances, Rs,rough and Rd,rough

respectively [31, 32]:

Rs,rough � R exp

(

−
(
4πσ

λ

)2
)

, Rd,rough � R

(
4πσ

λ

)2

(5.11)

where R is the reflection coefficient for the ideally polished surface.

5.2.1.6 Two-Dimensional Two-Temperature Modeling (2D-TTM)
of Metal Reflectivity Under Conditions of Ultrafast Laser
Irradiation

The measurements of the dynamic reflectivity of material samples irradiated with
ultrashort laser pulses are usually based on the two major techniques: pump-
probe temporally-resolved reflectivity studies [33] and integral measurements of
the reflected light using, for example, a hemiellipsoidal metallic reflector technique
[34]. Both techniques assume that the light is reflected from a non-uniformly heated
laser-irradiation spot that implies a necessity of 2D modeling. Even for the pump-
probe technique, the probe pulse focused on a central area of the Gaussian irradiation
spot can exhibit averaging over the non-uniformly excited area of the spot. Here, to
evaluate the validity of different optical response models, we present the results of
simulations based on the two-temperature model (TTM). The TTM is based on the
assumption that, during the laser pulse, the laser energy is absorbed by the conduction
electrons, which are heated to a high temperature, while the lattice remains cold. As
a result, the heat transfer in such nonequilibrium system can be described by two heat
flow equations, for electrons and lattice, with the heat exchange between them [35].
We use a “quasi-2D” approach, at which the heat flow simulations were performed
only in the direction toward the sample depth, while the reflectivity was integrated
over the irradiated spot. Such approach is justified by a small laser-affected depth
compared to a typical laser spot size. An implicit numerical scheme was used to
solve the TTM equations with integration using the Thomas algorithm. The time
and spatial steps were thoroughly checked with respect to the numerical scheme
convergence for both the temperature evolution and the integral reflectivity.
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Figure 5.1 presents the results of numerical simulations for gold and zinc samples
irradiated by single femtosecond laser pulses (66 fs FWHM) of Ti:sapphire laser
(800 nm wavelength) with direct comparison to the reflectivity measurements using
the hemiellipsoidal metallic reflector technique [36] . The simulations were based on
the TTM, similar to that described in [37] but extended to two dimensions to simulate
the integral reflected light. All of the optical models discussed above were used in
an attempt to find the best agreement between the modeling and experiments.

The laser pulse was assumed to be temporally and spatially Gaussian. Since no
results of ab initio calculations of thermophysical parameters of the electronic sub-
system based on the electron density of states (DOS) [24, 38] are available for zinc, a
simplified dependence of the heat capacity Ce � AeTe and a constant electron-lattice
coupling factor g [36, 39] were used in the calculations for Zn. The electron ther-
mal conductivity was taken similarly to [24] as Ke(Te, Tl ) � v2

FCe(Te)τc(Te, Tl )/3,
where vF is the Fermi velocity. The collision frequency of free electrons was approx-
imated via the sum of electron-electron and electron-phonon scattering rates as
1/τc � 1/τe−e +1/τe−ph � AT 2

e + BTl [24]. The coefficients A and B were assumed
to be constant and were estimated as described in [40], which yielded A � 1.805 ×
106 K−2 s−1 and B � 1.82 × 1012 K−1 s−1 with the plasma frequency ωp � 2.05 ×
1016 s−1.

In the most simulations, the same τ c values were used in the thermal conductivity
expression and in the Drude model, (5.1) . It was found that the estimated B value
did not give a reasonable agreement with the measured optical properties of well-
polished zinc samples [16]. To fit the room temperature reflectivity, the scaling factor
ks � 3 was introduced similarly to [19], which yielded the final B � 5.46 × 1012

K−1 s−1. As noted in [41, 42], not all electron-electron collisions can contribute to
the material optical response. To account for this effect, in a number of simulations
the A value was changed in the dielectric function to Aopt � ηA with introducing a
scaling factor η < 1.

For the simulations with the combined Drude-Lorentz model, the single
Lorentzian term was used with parameters that correspond to Fit #1 from [16]. In
order to reduce the surface reflectivity reported in literature for highly polished zinc
samples [16] to the experimental values of work [36] at low fluences, the surface
roughness parameter σ � 36 nm was chosen, assuming the specular reflection, i.e.,
the first expression in (5.11).

The same 2D-TTM simulations were performed for gold with parametrization
from [43]. The n and k valueswere taken from [30]. Tofit the experimental reflectivity
at low fluences reported in [36], the mean-square surface roughness of 17 nm was
introduced. In the case of the combined Drude-Lorentz model, five Lorentzian terms
were taken into account for goldwith the parameters from [17]. The simulationswere
performed in the wide range of the laser fluence from 0.01 up to 20 J/cm2 (average
fluence over the irradiation spot).

Figure 5.1a, b show the results of the application ofmodels described above to gold
and zinc, respectively, and the results are compared with experimental measurements
performedwith the hemiellipsoidal metallic reflector technique [36] (black squares).
For gold, Fig. 5.1a, the simulation data are presented for the Drude model, (5.1)



5 Insights into Laser-Materials Interaction Through Modeling … 117

with two values of εcore � 1 (blue dots) and 5 (blue half-filled diamonds), and the
combined Drude-Lorentz model, (5.3) with εcore � 1 (green squares). As can be
seen, all models give essentially the same results and are not in a good agreement
with the experimental data in the fluence range of ~0.2–1.5 J/cm2, while at higher
and lower fluences the simulation results are satisfactory. It should be noted that
variation of εcore makes it possible to shift the reflectivity to a higher level at large
laser fluences. In a number of studies it is argued that not all free electrons contribute
to the optical response of metals and, hence, the effective electron-electron collision
frequency in the dielectric function must be reduced compared to that responsible
for the electron thermal conductivity [41, 42]. The simulations for gold have shown
that, when accounting for this effect, it is possible to achieve a better agreement with
the experimental data at laser fluences up to ~1 J/cm2, while at higher fluences a
considerable deviation between the experimental and theoretical data arises (blue-
edged stars in Fig. 5.1c, Aopt � A/3).

Theplasma responsemodelwas included to the simulations for gold, but it does not
give a noticeable effect in the studied fluence range (therefore not shown in Fig. 5.1).
It should be noted that the temperature maximum achieved in simulations was only
slightly higher than the Fermi temperature of gold, which explains the small plasma
contribution. For zinc, where the maximum temperature at the highest simulated
fluence was around 2TF , the plasma effect on reflectivity is substantial, as shown in
Fig. 5.1b (asterisks). The addition of the hot-plasma behavior to the optical response
makes it possible to keep the reflectivity at a constant level up to F0 ≈ 1 J/cm2, as
observed experimentally. However, at higher fluences the plasma-like optical model
yields a much slower decrease of the reflectivity as compared to the experimental
measurements. Red dots in Fig. 5.1a, b show the results of 1D simulations for gold
and zinc, respectively, performed at laser fluences that correspond to the center of the
laser spot. The results demonstrate that 1D modeling can considerably overestimate
the total absorbed laser energy, as clearly exemplified by the results shown for gold.

The simulation data obtained for gold with the Drude model and σ � 0 (ideally
smooth surface, red triangles in Fig. 5.1c) overestimate the reflectivity at low fluences
and underestimates at high fluences. As seen from Fig. 5.1b, the simulation results
for zinc are not satisfactory almost in the whole range of laser fluences. The possible
reasons of the discrepancy between the computational predictions and experimental
data are discussed below.

5.2.1.7 Importance of the Thermophysical Properties of the “Free
Electron Gas” for Description of Optical Response of Metals

As mentioned above, for the free electron population in zinc we used the simple
linear dependence of the heat capacity on the electron temperature, Ce � AeTe [37,
39], in view of absence of other data. At high free-electron temperatures, close to or
above TF , the heat capacity is expected to saturate at a value of the order of that of
non-degenerate gas, 1.5kBne, though plasma non-ideality at high densities as well as
incomplete equilibrium [44] can influence this saturation value. According to DOS
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simulations [24, 38], the majority of metals exhibit a tendency of the heat capacity
saturation at high electron temperatures (note that the temperature of free electrons is
considered here as a measure of their average energy even when the electrons are not
fully thermalized immediately after ultrashort laser excitation). Figure 5.1d presents
the 2D-TTM simulation data for zinc with the Drude model used to account for the
optical response. Blue dots are predicted by assuming the linear electron temperature
dependence of the heat capacity (Ce � AeTe with Ae � 81.9 J/(m3K)) in the whole
range of laser fluences. The other half-filled dots show the results of calculations
where the linear dependence was used up to a certain electron temperature, above
which the value ofCe was fixed (kept constant upon further heating of the electrons).
The results are shown for the following three levels of saturation of Ce: Cmax

e �
4.1 × 105 J/(m3K), 1.25 × 106 J/(m3K), and 2.9 × 106 J/(m3K). We note that Cmax

e
� 2.9 × 106 J/(m3K), which corresponds to Te ≈ 35,000 K, is close to the values of
the electron heat capacity of a number of metals at temperatures where the saturation
becomes pronounced [24], and this value gives the best fit to the experimental data
for zinc at fluences >1 J/cm2. Accounting for the limited contribution of the electron-
electron collision frequency in the dielectric function leads to even better agreement
between simulations and experiment (red-edged stars in Fig. 5.1d, Aopt � A/3). To
further improve the simulation accuracy at higher fluences, εcore > 1 can be introduced
to account for interband transitions. However, the fluence rangewhere the reflectivity
exhibits a sudden drop for both metals is not still properly described that calls for
further studies.

The following reasons can be hypothesized to be responsible for the observed
sudden drop of the reflectivity and the discrepancy between the experimental and
modeling data:

(i) At the first turn, it can be the effect of unsatisfactory description of thermo-
physical properties of the electron subsystem of the material (note that the
electron thermal conductivity of free electrons is also affected by the tempera-
ture dependence of the electron heat capacity, see above). As demonstrated in
Fig. 5.1d, the choice of the temperature dependence of the heat capacity has a
strong effect on the calculated reflectivity. The electron-lattice coupling factor
g, which is considered here to be constant for zinc, can also have an impact
on the transient optical response of metals, and its temperature dependence
[24] should be accounted for in interpretation of the results of pump-probe
experiments. However, during irradiation by femtosecond laser pulses, when
the electron-lattice coupling is insignificant, the influence of g on the incident
pulse reflection should not be pronounced.

(ii) We assume here that the surface roughness behaves in the same manner irre-
spectively to the electron temperature. However, at high laser fluences, the inci-
dent laser wave can be scattered differently than at low fluences. As a result,
the light absorption can be significantly altered by the interference between the
scattered surface wave and the incident laser wave. For instance, for linearly
polarized laser light, the interference effect results in the transient periodic
absorption pattern leading to the formation of laser-induced periodic surface
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structures (LIPSS) at relatively low fluences, near the melting threshold [45,
46], as well as in the regimes of the developed ablation [47] . However, in the
ablative regimes the LIPSS can exhibit very high regularity [47], indicating a
change in laser-surface coupling.

(iii) The collision frequency of the electrons does not satisfy the simple relation
1/τc � AT 2

e + BTl at high heating rates/values, and the A and B coefficients
can be variable, thus affecting the temperature dependence of the electron
thermal conductivity (see above). Additionally, the fraction of free electrons
actively participating in thematerial optical response can also be changing with
the electron temperature, thus leading to the variation of Aopt [42].

(iv) For the adequate comparison of simulation results with experimental data, the
multilayer model must be used for metals at high heating rates to account for a
highly inhomogeneous temperature profile that can be formed even within the
absorption depth.

(v) The effects of nonequilibrium within the electron subsystem at high-power
laser heating are still poorly understood but can have important consequences
on the reflectivity of metals.

The simple optical models considered above are needed for large-scale multi-
physics simulations of laser interactions with metals, where ab initio models cannot
be applied. However, it must be noted that even the existing ab initio models, which
require large computational resources, cannot provide an adequate description of the
experimental data [48]. Two examples of computational analysis of ultrashort laser
interaction with metals, where the dynamic optical response plays a key role, are
presented below.

5.2.1.8 Dynamic Optical Response of Metals to Ultrashort Laser Pulses

Surface plasmon-polariton decay length. The origin of LIPSS produced on material
surfaces by ultrashort laser pulse irradiation is mainly attributed to the interference of
the incident and surface scattered electromagnetic waves [45]. However, the factors
affecting the quality of the surface pattern are still debated. Recently, two opposite
viewson the problemof periodic laser-inducedpattern qualitywere published.Öktem
et al. [49] state that, for inscription of a highly regular structure on a metallic surface,
the distant points of the irradiation spot must interact via a mutual electric field.
Hence, the surface scattered wave has to propagate a distance covering the whole
irradiation spot. Limiting the laser-irradiation spot diameter to several wavelengths
(12 μm in [49]) can facilitate a better interaction between the surface electromag-
netic waves excited in different parts of the irradiation spot, thus enabling better
quality of LIPSS. On the contrary, Gnilitskyi et al. [47] have demonstrated experi-
mentally and computationally that metals with a short decay length of the scattered
waves enable imprinting of highly regular LIPSS on their surfaces. Although a small
irradiation spot size was used in [47] (10.4 μm), it was proven that limiting the inter-
action between the scattered surface waves (surface plasmon polaritons, or SPP as
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Fig. 5.2 a LIPSS imprinted by ultrashort (213 fs) laser pulses at the wavelength of 1030 nm on
surfaces of molybdenum (top) with LSPP ≈ 4.3 μm and aluminum (bottom) with LSPP ≈ 65 μm
under similar irradiation conditions. On the right, 2DFourier transforms of the images are presented,
demonstrating the dispersion of the LIPSS orientation angle (5.3° for Mo and 26.7° for Al). b The
temporal evolution of the real and imaginary parts of the dielectric function and theSPPdecay length,
LSPP, for molybdenum under the conditions of (a), predicted in TTM simulations supplemented
by the Drude model. Colored lines correspond to decreasing fluence from left to right: 1.5, 1, 0.69,
0.4, 0.2, and 0.1 J/cm2. The results are adapted from [47]

a particular case) allows preserving their coherence with the incident laser light and
creation of a regular periodic pattern of light absorption, free of bifurcation points.
Figure 5.2a shows LIPSS imprinted on two metals, Mo with the decay length of
SPP LSPP ≈ 4.3 μm (top) and Al with LSPP ≈ 65 μm (bottom), that clearly demon-
strates this concept. On the right from LIPSS images, the estimated dispersion of the
LIPSS orientation angle is presented, showing only 5.3° for Mo and 26.7° for Al.
This finding is supported by the work of Ruiz de la Cruz et al. [50], where the highly
regular periodic surface structures were formed on Cr surfaces with the irradiation
spot diameter of 80 μm, much larger than LSPP (4.1 μm [47]). Note that all LIPSS
discussed above were produced at near-IR laser wavelength. The plasmon polariton
theory proposed in [47] predicts the tendency of LSPP decreasing with wavelength
so that the highly regular LIPSS can be imprinted on surfaces of a wider number of
metals at visible and near UV spectral range of laser radiation.

The above-cited LSPP values were estimated based on the metal properties under
normal conditions.An important question arises on how the SPPdecay length evolves
upon excitation of metal surfaces by an ultrashort laser pulse. This question was
addressed in a series of TTM simulations supplemented by the Drude model, (5.1),
(5.7)–(5.10), to account for the transient variation of the optical properties. The
simulations have revealed that LSPP decreases upon excitation by ultrashort laser
pulses [47] (Fig. 5.2b, the case of molybdenum), thus enhancing the feasibility of
obtaining highly regular periodic structures. An important conclusion was made that
the tendency of decreasing LSPP upon ultrashort laser irradiation is inherent to all
metals. Furthermore, the transient LSPP value is smaller for higher laser fluences,
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Fig. 5.2b, thus supporting the mechanism of the efficient LIPSS formation in the
ablation regimes.

Evolution of modulated absorption pattern under the conditions of LIPSS for-
mation. Another TTM simulation example, where modeling of the optical response
has proven to be of high importance for understanding of the physical processes, is
related to the temporal evolution of the modulated temperature profile generated by
the interference of the incident and surface scattered electromagnetic waves upon
ultrashort laser irradiation [40, 51]. As mentioned above, the formation of periodic
surface patterns is believed to be triggered by the periodic absorption of the linearly
polarized laser light [45]. The questions on how strong can be the modulation of the
lattice temperature produced by the wave interference and how long the temperature
modulation can survive on material surface are of high importance for understand-
ing of the post-irradiation evolution of material toward the periodic surface relief.
These questions were addressed in [40, 51], where the results of 2D-TTM simula-
tions performed for different materials (titanium, gold, silicon, fused silica) under the
assumption that the incident laser intensity is spatially modulated across the beam
diameter, as shown in Fig. 5.3a, are reported. It was demonstrated that once free
electrons absorbing the laser light experience a spatial modulation of their tempera-
ture with the periodicity close to the laser wavelength, they transfer this modulation
to the lattice. The periodic lattice temperature profile can survive on the surface up
to hundreds of picoseconds even in metals, where high heat conduction effectively
smooths the heating inhomogeneity.

Figure 5.3b underlines the importance of taking into account the dynamical change
of the optical properties of irradiatedmaterials on the example of gold (800 nmwave-
length, 100 fs pulse duration, laser fluence of 1.1 J/cm2) [51]. It shows the temporal
evolution of the surface temperature modulation determined by the parameter al �
Tl,max − Tl,min (the difference between the maximum and minimum of the lattice
temperature in the periodic modulation) called the modulation amplitude. The sim-
ulations performed with constant reflection and absorption coefficients taken at their
room temperature values (dashed line) yielded only slight modulation of the order of
40 K. The al value is first increasing due to lattice heating during the electron-lattice
thermalization stage (approximately 10 ps) and then starts to gradually decrease as
the result of smoothing the inhomogeneous temperature distribution by heat conduc-
tivity. When the dynamic change of the optical properties has been implemented into
simulations in the form of the Drude model, the maximum modulation amplitude
achieved during material evolution increases by approximately 10 times (solid line).
The break in the line corresponds to the stage of the surface melting in both modula-
tion minima and maxima, after which the surface layer experiences further heating.
Interestingly, in modeling with the constant optical parameters (dashed line) the
melting threshold was not reached (maximum surface temperature ~800 K), which
contradicts the experimental observations (the ablation threshold of gold under the
studied irradiation conditions is ~0.4 J/cm2 [52]).

As mentioned above, the simulations with the constant optical parameters do not
agree with the experimental value of the damage threshold fluence. The explanation
is presented in Fig. 5.3c showing the dynamics of the laser light absorption [51]. As
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Fig. 5.3 a Schematics of the modeled problem on the temporal evolution of the modulated temper-
ature profile generated by the periodically modulated laser intensity across the laser beam (adapted
from [40]). It was assumed that the electromagnetic wave at the surface experiences 10% mod-
ulation as a result of the interference of the incident laser pulse and the surface scattered wave.
b The modulation amplitude al as a function of time for laser-irradiated gold surface. The laser
pulse parameters are: 800 nm wavelength, 100 fs pulse duration, laser fluence of 1.1 J/cm2. The
laser pulse profile is shown by grey line. The results of modeling with the constant and electron
temperature dependent optical properties are presented by dashed and solid lines, respectively. c
The simulated laser energy absorption by gold for the case given in (b). The temporal profile of
the laser pulse is depicted by a grey solid line. The dashed green line corresponds to a simulation
performed with the constant optical properties. Green solid lines are obtained for the temperature
modulation maxima and minima with using the Drude model to describe the transient variation of
optical properties of gold during and after the laser irradiation (highlighted by dots and triangles,
respectively). All lines are normalized by the intensity maximum of the incident laser pulse. Panels
(b) and (c) are adapted from [51]

the reflectivity of gold is very high at 800 nmwavelength (~97.5%), only a very small
fraction of the beam energy is absorbed.When the dynamic change of the reflectivity
is accounted for in the simulations, a considerably higher fraction of the laser energy
is absorbed (green solid lines for the modulation maxima and minima highlighted
by dots and triangles, respectively), thus leading to a reasonable agreement with the
experimental observations [52]. An interesting feature of absorption can be noticed
in Fig. 5.3c: the absorption maximum in gold is shifted toward the tail of the laser
pulse, contrary to the case of dielectrics discussed in the next section.

5.2.2 Bandgap Materials

The wide bandgap dielectrics are transparent for light in visible and IR spectral
ranges. The ultrashort pulse ablation in these wavelength ranges is achieved via non-
linear effects involving multiphoton or tunnelling ionization, which can be followed
by collisional multiplication of free electrons effectively absorbing laser light (the
so-called avalanche process). The details of numerical models for description of the
processes excited in wide bandgap dielectrics can be found in [6, 53, 54] (see also
Supplementary Materials for [54]). Here we only briefly focus on the variation of the
optical properties of transparent materials under irradiation by powerful ultrashort
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laser pulses. It is stressed, however, that in order to account for a correct descrip-
tion of ultrashort laser pulse interaction with bandgap materials via continuum-level
modeling, these optical properties must be coupled to the description of the local
beam intensity in the material. The latter can involve different levels of numerical
description from the basic depletion of the laser intensity along its pathway by the
different ionization and heating processes [54] to a full Maxwell model [55].

Spatiotemporal dynamics of the optical parameters in transparent dielectrics are
well described within the Drude formalism via the complex dielectric function ε(ne)
that accounts for the contributions from unexcitedmatter and generated dense plasma
of free electrons [12]:

ε � 1 +
(
εg − 1

)(
1 − ne

nval

)
− i

nee2τc
ωε0m∗

e (1 − iωτc)
(5.12)

(compare with (5.1)), where nval is the total number of the valence electrons in
the unexcited material and εg is its dielectric function. From this equation, we can
introduce the critical electron density for bandgap materials ncr � ε0m*

eRe(εg)ω2/e2,
at which the oscillation frequency of free electrons (or plasma frequency ωp, see
above) is in resonance with the electromagnetic wave frequency ω. The critical
density ncr is one of the fundamental parameters characterizing the interaction of
electromagnetic waves with ionisable materials. Note that this value can differ from
the critical plasma density in gas plasmas, which is equal to ε0meω

2/e2. As soon as the
condition ne > ncr is reached for a particular light wavelength, free electron plasma
strongly reflects such light. Equation (5.12) together with the Fresnel formulas are
usually introduced to the models of laser excitation of bandgap materials based on
the rate equations for the generation of free electrons. As noted above, the coefficient
of light reflection from an inhomogeneous dense plasma at the sample surface layer
should be calculated within a multilayer reflection model.

Figure 5.4 presents the simulation data for fused silica irradiated by 130 fs laser
pulses at 800 nm wavelength [54]. It must be underlined that the damage threshold
fluence predicted in the simulations (2.27 J/cm2) is in excellent agreement with
experimental measurements. It is observed that, as soon as the critical plasma density
is exceeded in the surface layer of fused silica (Fig. 5.4a), the laser light start to be
reflected from the metalized material surface (Fig. 5.4b). In this case the reflection
is more efficient in the beam tail when the material becomes considerably ionized,
contrary to laser excited metals, where light reflection is reducing in the second part
of the laser beam (Fig. 5.3c). Interestingly, the mirror-like behavior of the ionized
surface layer leads to an effective reduction of the duration of the laser pulse that
penetrates into the sample. At the largest simulated fluence, as much as half of the
laser beam energy is reflected from the surface. It must be also underlined that a
noticeable part of the beam is transmitted through the transparent material even at
the highest laser fluences studied in the simulations, mainly in the first half of the
pulse duration. The same formalism can also be applied to semiconductor materials
as discussed below.
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Fig. 5.4 a The spatial profiles of the free-electron density at a time of 100 fs after the maximum
of the laser pulse with 130 fs duration and 800 nm wavelength. b Dynamic changes in the laser
intensity of the beam entering the sample after its partial reflection from the laser-excited surface
layer, (1 − R(t)) × I0(t) where I0(t) and R(t) are the incident laser intensity (black solid line) and
the time-dependent reflection coefficient, respectively. Adapted from [54]

5.2.3 Semiconductors: Non-thermal Melting
and Pump-Probe Experiments

In this section, we address the problem of theoretical description of time-resolved
reflectivity measurements for silicon irradiated by ultrafast laser pulses. Although
silicon is, for historical reasons, one of themost studiedmaterials, the modeling of its
nonequilibrium behavior upon intense laser irradiation remains challenging, particu-
larly in the regime of material modification. For picosecond laser pulses of moderate
intensity, when the free electron density remains considerably below the critical
plasma density, the approach developed by van Driel based on the rate and energy
balance equations [56] represents an excellent example of a successful numerical
model. As soon as the free electron density produced by laser irradiation approaches
the ncr value, the transient optical properties of laser-excited silicon were found to
be well described by an analogue of the Drude model, similar to (5.12) [57].

A sensitive method to study the thermodynamic pathways of matter out of equi-
librium is to compute and compare the transient reflectivity dynamics obtained for
a material in the pump-probe experiments. A pump laser pulse excites the material
while a low-energy probe pulse is applied with a short variable delay to measure
how the reflectivity evolves. The reflected probe beam contains information on the
instantaneous state of the material through its optical properties. For silicon, an ade-
quate computational description of the transient optical properties matching well the
experimental data was achieved up to the melting threshold [12].

Well above the melting threshold fluence, close to 0.6 J/cm2, the quantum-level
effects triggered by the high level of excitation of the electron-hole pairs become
dominant and substantially complicate the mathematical description of the laser-
induced processes at large scale, particularly in 2D and 3D cases. As was found
experimentally for semiconductors using time-resolved X-ray diffraction, excitation
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of ~10% of the total density of the valence electrons to the conduction band is suf-
ficient to induce a bond softening followed by the lattice structural change already
at femtosecond time scale, usually with a delay of ~300–400 fs after the maximum
of the laser pulse [58–60]. At the atomistic level, the excitation of a large number of
electron-hole pairs leads to considerable change of the interatomic potential resulting
in lattice disordering, called non-thermal melting. Such ultrafast process is observed
primarily in solids with anomalous thermodynamic properties, which exhibit com-
paction upon melting [61, 62]. It happens in a thin electronically overexcited region
at the material surface, up to several dozens of nanometers [60], which, however, is
sufficient to strongly affect the transient reflectivity of the irradiated sample. Non-
thermally molten material is brought in a highly stretched state (negative pressure)
followed by material compaction, which results in the transition from non-thermal to
thermal liquid state called liquid-liquid phase transition (LLPT) [62–64]. During this
transition stage, which lasts few picoseconds, the free electron subsystem transfers
the energy necessary to achieve the thermally molten state to the lattice.

The effects of non-thermal melting in laser-excited materials have extensively
been studied for silicon by molecular dynamic simulations [65–70]. The theoretical
description of non-thermal melting and associated change in the material reflectiv-
ity, suitable for incorporation into continuum-level models describing pump-probe
experiments (e.g., [71]), remains a challenging task. So far, only a few simplified ana-
lytical models of the non-thermal melting have been proposed, and the description
of this process remains rather phenomenological [72, 73]. Moreover, the change of
reflectivity of a highly and swiftly excited semiconductor experiencing non-thermal
melting includes not only the contributions from free-carrier density variation and
state filling [74] but also bandgap shrinking and collapse [60, 75].

During the construction of the model of ultrashort laser excitation of silicon [76],
two additional effects have been found to strongly affect the sample reflectivity. (i)
When calculating the ambipolar diffusion of the electron-hole pairs, the use of the
density-dependent electron-phonon coupling time [77] was found to provoke a tran-
sient melting in a sub-surface region that affects the phase detected by the probe
pulse and leads to reflectivity oscillations on the picosecond timescale. As this effect
was not observed experimentally, the coupling time in the over-dense region was
limited to 2 ps, in accordance with time-dependent x-ray scattering experiments
[78]. (ii) At relatively low fluences, but above the melting threshold, the transient
melting can happen heterogeneously in a rather thick surface layer of silicon. For
such a layer, the material refractive index can be described as a simple interpola-
tion between the dielectric permittivity of the excited solid and the molten material
permittivity. At high fluences, the transient melting is rather happening via forma-
tion of homogeneously distributed melting centers below the surface, as shown by
molecular dynamics simulations [79]. The homogeneous melting can be accounted
for in the description of the macroscopic optical properties in the framework of the
Lorenz-Lorentz model of the effective medium [28], where a fraction of the material
is a locally excited solid and another fraction is molten.

By applying the irradiation parameters described in [71] to the model, a good
agreement was obtained with the experimental data on the transient pump-probe
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reflectivity at 1μmwavelength for the regimes below themelting threshold. For such
irradiation parameters, when the reflectivity dynamics is governed by the response
of the excited free electrons, the probe signal is reasonably well described by the
Drude model in the form given by (5.12). Upon reaching conditions for thermal
melting, the molten silicon starts to contribute to the reflectivity signal, and the
model predictions deviate from the measurements. Evidently, an adequate model of
homogeneous nucleation of the molten phase is required. However, the main feature
of this regime, a swift increase of the reflectivity during the laser pulse due the free
electron excitation followed by the reflectivity decrease attributed to the electron
recombination and a new raise of reflection conditioned by thermal melting of the
lattice, is qualitatively reproduced in the modeling. In the regimes of the non-thermal
phase transition (at fluences 3–4 times exceeding the thermal melting threshold), the
measurements do not reveal the stage of reflectivity decrease due to the electron
recombination [71]. The reflectivity increase as a result of the bandgap collapse
at the femtosecond time scale [60] has not yet been described in the large-scale
numerical simulations. An adequate description of this effect calls for further model
developments.

5.3 Continuum-Level Modeling of Thermal
and Mechanical Response to Laser Excitation
at the Scale of the Laser Spot

The laser excitation of the optically active states in the irradiated target followed
by the initial ultrafast non-thermal material response to the electronic excitation and
thermalization of the deposited laser energy, discussed in the previous section, set the
stage for slower thermal and mechanical processes leading to material modification,
redistribution, and removal/ablation. The understanding of these processes is critical
for the advancement of laser applications based on material modification, selective
removal and/or deposition. A set of computational techniques capable of revealing
the information on the heat transfer, elastic and plastic deformation, phase trans-
formations (melting, resolidification, vaporization and volume ablation processes),
hydrodynamic flow of transiently melted material, and generation of unusual con-
figurations of crystal defects are briefly reviewed in this section, with the focus on
methods capable of addressing the processes occurring on the scale of the whole
laser spot.
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5.3.1 Thermal Modeling of Laser Melting
and Resolidification

At the most basic level, computational description of thermal processes in laser-
material interactions should account for the thermal energy redistribution and phase
transformations in a region affected by the laser energy deposition. A continuum
model based on the numerical solution of the heat diffusion equation comple-
mented by source terms describing the laser energy deposition and the heat of melt-
ing/solidification can often serve as the first step in the analysis of the laser-induced
processes. The simple thermal model can be expressed in this case by the following
equation:

ρCp
∂T

∂t
� ∇ · (Kth∇T ) + Slaser − Sm − Se, (5.13)

where ρ, Cp, and Kth are the density, heat capacity, and thermal conductivity of the
target material, respectively, and the three source terms on the right side of the equa-
tion represent the thermal energy sources/sinks due to the laser energy deposition,
Slaser, the release/absorption of heat at melting/solidification front, Sm , and the energy
loss through vaporization from the surface of the irradiated target, Se. As discussed
in Sect. 5.2, the spatial distribution of the laser energy deposition is defined by the
optical properties of the material and the energy redistribution during the equilibra-
tion of the optically excited states, while the action of the other two source terms is
spatially localized in the vicinity of the liquid-crystal interface and the surface of the
target.

In the description of melting and resolidification, a simple phase-change model
based on an assumption of local equilibrium at the solid-liquid interface (heat-flow
limited interface kinetics formulated within the framework of the Stephan problem
[80, 81]) is not suitable for the conditions of short pulse laser irradiation, when
strong temperature gradients are created and fast thermal energy flow to/from the
solid-liquid interface can lead to significant superheating/undercooling of the inter-
face [82–86]. Therefore, a nonequilibrium kinetic description [86–88], in which the
instantaneous velocity of the solid-liquid interface is defined by local temperature of
the interface predicted by (5.13), is needed for a realistic representation of the move-
ment of the solid-liquid interface. The temperature dependence of the velocity of the
melting or solidification front can be described by a kinetic equation formulated as
follows [86–88]:

Vi (Ti ) � V0(Ti )

[
1 − exp

(
−�G(Ti )

kBTi

)]
, (5.14)

where Ti is the temperature at the solid-liquid interface, V0(Ti ) is a prefactor, and
�G(Ti ) is the difference in the Gibbs free energy between the liquid and crystalline
phases. At small deviations from the equilibrium melting temperature Tm , the free
energy difference can be approximated as�G(Ti ) ≈ �Hm(Ti ) · (1 − Ti/Tm), where
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�Hm(Ti ) is the latent heat of solid-liquid phase transformation. The prefactor V0(Ti )
can be fitted to the results of a series of solid-liquid coexistence atomistic simula-
tions providing the temperature dependence of the interface velocity, as described
in Sect. 5.4.1. Note that the decrease of the solidification velocity with increasing
undercooling, predicted by (5.14) V0(Ti ) decreasing with increasing undercooling
[88], may permit the transformation of the undercooled liquid into a stable amor-
phous phase, which would stop the advancement of the crystallization front and
result in the formation of amorphous regions in the resolidified target. The possi-
bility of phase transformations occurring through the homogeneous nucleation of a
new phase should also be included to account for the nucleation of liquid regions
inside a crystal superheated up to the limit of its stability against melting [89–92] or
homogeneous nucleation of new crystallites in a strongly undercooled molten part
of the target [83–85, 93].

As an example of the application of the thermal model described above, we con-
sider the results of a simulation of a silicon target irradiated by 30 ps laser pulse at an
incident fluence of 0.3 J/cm2 and a laser wavelength of 532 nm. The temperature and
phase state evolution in the irradiated target is evaluated by solving (5.13 and 5.14)
in cylindrical coordinates (r, z) and illustrated by a series of contour plots in Fig. 5.5.
Short pulse laser irradiation results in a fast heating and melting of a surface region
of the target, with the depth of melting reaching ~60 nm in the center of the laser
spot. The laser heating andmelting are followed by a rapid cooling and solidification,
as can be seen from the upwards movement of the liquid-crystal interface shown in
Fig. 5.5 by black lines. The solidification process proceeds through the epitaxial crys-
tal regrowth, and the crystallization kinetics is described by (5.14) with parameters
evaluated based the results of atomistic simulations discussed below, in Sect. 5.4.1.
At the periphery of the laser spot, a lower energy density deposited by the laser pulse
results in a rapid undercooling of the molten region down to temperatures below 0.71
Tm, where the atomic rearrangements become too sluggish for the advancement of
the crystallization front (see Sect. 5.4.1). As a result, the advancement of the front
at the periphery of the laser spot stops at ~1.5 ns, leading to the formation of stable
amorphous phase. At the center of the laser spot, however, the temperature of the
solidification front remains above the level required for the transition to the amor-
phous phase until the front reaches the surface of the target. As a result, a ring-shaped
amorphous region surrounding the fully recrystallized central part of the laser spot
is formed, as illustrated by Fig. 5.5f. The observation of the ring-shaped amorphous
region is consistent with experimental observations for silicon targets irradiated by
a single 30 ps laser pulse [94] or by several 100 fs laser pulses [95].

The rapid solidification proceeding under conditions of strong undercooling may
produce a high density of crystal defects, such as vacancies, interstitials, dislocations,
twin and grain boundaries. In particular, as suggested by the results of atomistic sim-
ulations discussed in Sect. 5.4.1, a high concentration of point defects (vacancies
and interstitials) can be generated in short pulse laser-induced melting and resolid-
ification of metals and semiconductors. In order to investigate the distribution of
point defects on the scale of the laser spot, the predictions of the atomistic simu-
lations can be utilized to design and parametrize a continuum-level description of
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Fig. 5.5 Computational predictions of temperature evolution a–e, and formation of a ring-shaped
amorphous region f in the surface region of a Si target irradiated by a 30 ps laser pulse at an incident
fluence of 0.3 J/cm2 and a laser wavelength of 532 nm. Figures a–e show the contour plots of
temperature distribution at different time after the laser irradiation. The simulation is performed for
5.4 ns, until the end of the resolidification process. The black lines show the location of the interface
between the crystalline and molten/amorphous parts of the target. Figure f demonstrates the spatial
distribution of a volume fraction of the amorphous phase, formed by 5.4 ns due to fast cooling of
the molten region. Note that in (f) the scale in z direction is different from (a)–(e)

the generation of point defects within the general framework of the thermal model
discussed above. Equations (5.13 and 5.14) can be complemented with the following
equations accounting for the generation, diffusion, and recombination of vacancies
and interstitials in the irradiated target [96–99]:

∂CI

∂t
� ∇ · (DI∇CI ) + KIV

(
Ceq

I Ceq
V − CICV

)
+ SI , (5.15)

∂CV

∂t
� ∇ · (DV∇CV ) + KIV

(
Ceq

I Ceq
V − CICV

)
+ SV , (5.16)

where DI and DV are the diffusion coefficients of interstitials and vacancies, respec-
tively, KIV is the interstitial-vacancy recombination rate, CI , CV , C

eq
I , and Ceq

V are
the current and equilibrium concentrations of interstitials and vacancies, SI and SV
are the source terms describing the generation of interstitials and vacancies at the
propagating solidification front. The parameters of the model can be obtained from
atomistic simulations, such as the ones discussed in Sect. 5.4.1.

The ability of the model implementing (5.13–5.16) to predict the distribution of
point defects in a laser-processed target is exemplified in Fig. 5.6, which shows con-
centrations of interstitials and vacancies produced in the silicon target irradiated by a



130 M. V. Shugaev et al.

Fig. 5.6 The regions with high concentration of point defects produced in a single crystal Si target
irradiated with a single 1 ns laser pulse at an incident fluence of 0.6 J/cm2

- and a laser wavelength
of 532 nm. Spatial distributions of interstitials (a) and vacancies (b) are plotted at a time of 20 ns,
after complete recrystallization of the target, and the scale is shown in units of atomic percent.
The generation of point defects at the solidification front is parameterized based on the results of
atomistic simulations, as discussed in Sect. 5.4.1

nanosecond laser pulse. In contrast to the simulation of picosecond laser irradiation
discussed above and illustrated by Fig. 5.5, the irradiation by a longer, 1 ns, laser
pulse decreases the temperature gradients and cooling rate, and does not result in
the formation of amorphous phase. The substantial undercooling in the vicinity of
the solidification front, however, leads to the formation of distinct regions of strong
supersaturation of both vacancies and interstitials in the parts of the transientlymolten
region where the maximum undercooling was achieved. At later stage of the solid-
ification process, the interfacial temperature increases due to release of the latent
heat, and, as suggested in Sect. 5.4.1, the temperature increase from 0.91 to 0.95 Tm

results in decreasing levels of vacancy and interstitial concentrations.

5.3.2 Thermoelastic Modeling of the Dynamic Evolution
of Laser-Induced Stresses

The fast rate of energy deposition in short pulse laser processing applications may
result not only in the rapid melting and resolidification of a surface region of an irra-
diated target but also lead to the generation of strong stresses within the absorption
region. The laser-induced stresses are particularly high in the regime of stress con-
finement [100–103], when the time of the laser heating (defined by the laser pulse
duration, τ p, or the time of the electron–phonon equilibration, τ e-ph, whichever is
longer) is shorter than the time required for the mechanical relaxation (expansion) of
the heated volume, τ s ~ Lp/Cs, where Cs is the speed of sound in the target material
and Lp is the effective depth of the laser energy deposition. The relaxation of the
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initial compressive stresses generated by the laser energy deposition can result in the
emergence of an unloading tensile component of the stress wave that is sufficiently
intense to cause the formation subsurface voids [83, 104–107] or separation of a
surface layer from the target in a process commonly called photomechanical spal-
lation [100–103]. At lower laser fluences, the relaxation of laser-induced stresses
in the vicinity of a free surface of the target can result in the co-emission of lon-
gitudinal, shear, and surface acoustic waves that can be utilized in many practical
applications, including nondestructive evaluation of mechanical properties and sur-
face defects [108–110], acoustic desorption [111–115] , and acoustic activation of
surface diffusion [116–118].

The computational description of the dynamic evolution of thermoelastic stresses
and the emission of stress waves can be described in the framework of the ther-
moelasticity model [43, 119–122], which complements the thermal model described
above with the thermoelastic wave equation:

ρ
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where T , ui, σ ij, αL , and Cijmn are temperature, displacement, stress tensor, linear
thermal expansion coefficient, and stiffness tensor, respectively. The transient heat-
ing/cooling induced by adiabatic compression/expansion of the material during the
wave propagation can be accounted for by including an additional source term in
the form of −αLTCiimn

∂2um
∂t∂xn

to the heat diffusion equation, (5.13). In literature, the
stress tensor is commonly formulated for the case of isotropic material [120, 123]:
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where λ � B − 2G/3 and μ � G are Lamé constants, B and G are bulk and shear
moduli of the material. This formulation of the thermoelasticity model is suitable for
the description of an irradiation process not only in Cartesian but also in cylindrical
coordinates [123]. Equation (5.19), however, is not valid for description of highly
anisotropic materials, e.g., single crystal silicon, where the description provided by
(5.17 and 5.18) has to be applied.

The capabilities of the thermoelasticity model are illustrated in Fig. 5.7, which
provides a snapshot of laser-generated elastic waves in a silica glass plate. The sim-
ulation is performed for an absorbed fluence of 10 J/cm2, a laser spot size of 21 μm,
and the characteristic absorption depth assumed to be 10 μm based on the depth
of grooves observed in experiments. This simulation is motivated by an intriguing
experimental observation of the spatial distribution of laser-induced damage in a
silica glass plate undergoing laser cutting [124]. This study demonstrates the gener-
ation of damage lines on the rear surface of the plate, which are located not directly
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Fig. 5.7 Generation of elastic waves in a silica substrate irradiated by a laser pulse at 10 J/cm2. The
energy density (a), hydrostatic stress (b), and Von-Misses stress (c) are plotted for a time of 25 ns
after the laser pulse. In a, the longitudinal and shear waves are schematically outlined by black and
blue lines, respectively. Rayleigh waves, longitudinal compressive, longitudinal tensile, and shear
waves generated by rapid laser heating are marked as RW, L1, L2, S, respectively. Shear waves
emitted due to interaction of L1 andL2waveswith top and bottom free surfaces aremarked as S1, S2,
S1′, S2′. By the time of 25 ns, L1 andL2waves are already reflected from the bottom free surface and
propagate upwards. The thermal stresses generated by laser heating cannot be completely relaxed
by the material expansion towards the free surface and, therefore, are still present in the vicinity of
the irradiated area

underneath the laser spot but at ~37° angle. The rear surface damage is attributed
in [124] to the interaction of a shear wave emitted from the irradiated spot and a
surface Rayleigh wave generated due to reflection of a longitudinal wave from the
rear surface. To verify this hypothesis, thermoelasticity modeling of the generation
of stress waves in a silica glass substrate is performed in Cartesian coordinates for
a two-dimensional geometry. Laser-induced heating of the target triggers genera-
tion of a variety of acoustic waves that interact with the free surfaces of the silica
glass plate and create a complex dynamic pattern of transient stresses within the
plate, as depicted in Fig. 5.7. The calculations, however, do not support the original
explanation of the rear surface damage suggested in [124], as the reflection of the
longitudinal waves from the bottom surface of the plate does not produce Rayleigh
waves of any significant magnitude. Therefore, an alternative explanation of the
experimental observations is needed.
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5.3.3 Material Redistribution Through Elastoplasticity
and Hydrodynamic Flow

The generation of strong thermoelastic stresses can not only lead to the emission of
elastic waves and photomechanical damage but can also result in material redistribu-
tion within the laser spot or removal from the target. In particular, the relaxation of
laser-induced stresses plays a major role in the laser-induced forward transfer (LIFT)
[125–128] and thin film patterning/scribing [93, 129–131], where the initial motion
of the film driven by the laser-induced stresses defines to a large extent the final
outcome of the target modification and/or parameters of the ejected material. The
computational analysis of laser interactions with thin films has been performed with
both atomistic [93, 131, 132] and continuum [122, 123, 133] models, and has pro-
vided important insights into the complex interplay between the dynamic relaxation
of laser-induced stresses, phase transformations, andmaterial redistribution/removal.

As an example of continuum simulation of LIFT, the results of a simulation of
the forward transfer of a SnO2 film deposited on a silica or a polymer substrate and
irradiated by a nanosecond laser pulse are illustrated by Fig. 5.8. Two dimensional
finite element formulation of the elasticity equation in cylindrical coordinates is
applied to study the initial stage of LIFT process involving delamination of the film
from the donor substrate and formation of a microbump [122]. The simulation is
performed in the irradiation regime where the vaporization of the film material is
negligible, and the film dynamics is governed mainly by mechanical processes. The
temperature increase predicted by the thermal model is used to calculate the initial
distribution of elastic stresses, and the following evolution of the film is described
by solving the elasticity equation.

The effect of the substrate elastic properties on the initial stage of LIFT process
is assessed by performing simulations for silica and polymer substrates, as shown
in Fig. 5.8. Heating the film leads to initiation of a bending wave near the edges of
the irradiated spot that propagates in the film and collapses at the center of the spot.
According to Fig. 5.8c, three stages of the film detachment can be distinguished in
the case of silica substrate: increase of the wave amplitude (1), wave propagation
(2), and the final swift uplifting of the central part of the film (3). The simulations
reveal a remarkable fact that both the wave amplitude and the velocity component of
the film motion at the wave peak are increasing with propagation of the wave toward
the center. In the case of the polymer substrate, however, the film has a possibility
to expand not only in the direction of the free boundary but also partially toward the
donor substrate, compressing the latter. This lowers the stress value at the edges of
the spot and, thus, prevents the formation of large velocity gradients normal to the
substrate. Therefore, the film is separated uniformly and gently transferred to the
acceptor, mitigating damage to the receiver substrate.

For longer laser pulses, outside the regime of stress confinement, the relaxation
of thermoelastic stresses takes place during the laser energy deposition, and the pro-
cesses that control the material response to the laser irradiation are largely of thermal
nature and include melting, evaporation from the surface, and, at high laser intensi-



134 M. V. Shugaev et al.

(a) (b) (c)

Fig. 5.8 Stages of a 250 nm SnO2 film deformation demonstrating the initiation of a bending wave
at the edge of the irradiation spot followed by detachment of the film from a silica (a) and a polymer
(b) substrates. The maximum distance between the film and the substrate as a function of time (c)
is shown by squares for the silica and triangles for the polymer substrates. The following stages of
the film detachment are identified: increase of the wave amplitude (1), wave propagation (2), and
the final swift uplifting of the central part of the film (3). The images are adapted from [122]

ties, a volumetric ablation through phase explosion, or explosive boiling [134–136].
The melt dynamics induced by pressure gradients, however, can still play an impor-
tant role in laser processing even for continuous wave (CW) laser irradiation. In
particular, the melt expulsion from the center of the laser spot is one of the primary
mechanisms of CW laser damage and material removal [137–140]. The two main
driving forces responsible for melt expulsion are the recoil pressure created by the
evaporation process and theMarangoni effect. The melt expulsion by the recoil pres-
sure is caused by the spatial variation of the vapor pressure within the laser spot
[141–143], whereas the Marangoni effect is related to the variation of the surface
tension along the non-uniformly heated surface of the molten pool [144, 145].

Computationally, the melting, evaporation, and melt flow in the course of mate-
rial processing by long laser pulses can be described in hydrodynamic simulations
based on the solution of Navier-Stokes equations [146]. In particular, the relative
contributions of the recoil pressure and Marangoni effects to the CW laser melt-
ing and damage of aluminum films have been studied for a broad range of process
parameters realized in both laser damage and material processing applications [146].
The simulations, performed with a two-phase hydrodynamic model, reveal only a
marginal effect of the Marangoni stresses on the overall picture of melt flow and the
melt-through time. The recoil pressure effect, on the contrary, is found to be capable
of strongly decreasing the melt-through time in a certain range of laser intensity.
Moreover, at high laser intensities, the surface of the molten pool can become unsta-
ble with respect to the appearance of waves propagating towards the edge of the
molten pool, as illustrated in Fig. 5.9. The formation of waves on the surface of the
molten pool and their interaction with the edge of the pool can produce an irregular
complex shape of the rim of resolidified material commonly observed around the
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Fig. 5.9 The evolution of the shape of the molten pool (red region) in laser melting of a 1-mm-thick
aluminum film irradiated by a CW laser with intensity of 3 × 106 W cm−2 and FWHM laser spot
radius of 1 cm. The snapshots from the simulation are taken at times t after the start of the laser
irradiation shown on the frames. The gradient of the recoil pressure within the laser spot induces
fluid flow in the radial direction and leads in the appearance of a wave propagating towards the
edge of the molten pool. The melt expulsion has a strong effect on the melt-through time of the
free-standing film. The image is adapted from [146]

“crater” generated in the central part of the laser spot by the melt expulsion and
active evaporation [138–140].

5.4 Molecular Dynamics Modeling of Laser-Materials
Interactions

The brief overview provided in Sect. 5.3 demonstrates the ability of the continuum-
level models to provide a computationally-efficient description of a broad range of
laser-induced thermal and mechanical processes at experimental time- and length-
scales. The predictive power of the continuum methods, however, is limited by the
need for a priori knowledge of all processes that take place under given irradiation
conditions and the availability of reliable mathematical description of these pro-
cesses. The complexity and highly nonequilibrium nature of laser-induced processes,
particularly in the short-pulse laser irradiation regime, can challenge some of the key
assumptions of the continuum models and calls for complementary approaches that
may help to design and verify the continuum models.

The atomistic modeling based on the molecular dynamics (MD) simulation tech-
nique is capable of providing atomic-level insights into the laser-induced processes



136 M. V. Shugaev et al.

and is well suited for the exploration of complex nonequilibrium processes and for
revealing new physical phenomena [4, 5, 7, 147]. The main advantage of the MD
technique is that the only input into the model is the description of interatomic
interactions, and no assumptions are made on the processes or mechanisms under
study. This advantage, however, comes at a price of a high computational cost, which
imposes severe limitations on the time- and length-scales accessible for MD simu-
lations. It is not common to perform simulations for systems with sizes exceeding a
few hundreds of nanometers (108–109 atoms) and to follow the evolution of a model
system for times longer than several tens of nanoseconds. The direct MD simulation
of processes occurring on the scale of an entire laser spot with a typical diameter of
tens to hundreds of micrometers is clearly out of reach even with the most powerful
modern supercomputers. Nevertheless, the processes occurring at the scale of the
whole laser spot can still be investigated by combining results of MD simulations
performed at different local laser fluences and mapping them to different locations
within the laser spot [79]. More importantly, the new physical insights into the fast
nonequilibrium processes, provided by MD simulations, can serve as the basis for
the design of advanced continuum-level models fully accounting for the complexity
of short pulse laser-materials interactions. Several examples illustrating the ability
of MD simulations to reveal the processes contributing to material modification by
short laser pulses are provided below.

5.4.1 Molecular Dynamics: Generation of Crystal Defects

The ability of short pulse laser irradiation to produce high densities of crystal defects
and unusual defect configurations has been demonstrated in a number of large-scale
MD simulations [83–86, 148, 149]. In particular, the simulations reveal the mecha-
nisms responsible for surface nanocrystallization [83, 93, 147], generation of unusual
metastable phases [149], high densities of dislocations, twin boundaries, and vacan-
cies [83, 84, 86, 148]. Two examples discussed in this section are chosen to illustrate
the application of MD simulations for parametrization of continuum-level models
and for revealing new mechanisms of microstructure modification activated by short
pulse laser irradiation.

As discussed in Sect. 5.3.1, the continuum-level simulations of laser melting
and resolidification of silicon substrate can predict the morphology of amorphous
phase and the distribution of point defects in the region of a target modified by laser
irradiation. These predictions, however, rely on the availability of a kinetic model
for the temperature dependence of the solidification front propagation, conditions
for the formation of a stable amorphous phase, and the generation of crystal defects
in the solidification process. Under conditions when direct experimental probing of
the rapid nonequilibrium phase transformations and generation of crystal defects in
short pulse laser processing remains challenging, the MD simulations can provide
the information needed for the design of continuum models.
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Fig. 5.10 Velocity of the crystal-liquid interface as a function of temperature (a), and concentra-
tion of point defects generated during solidification (b) predicted in MD simulations of a two-phase
crystal-liquid Si system with a (100) orientation of the crystal-liquid interface under constant tem-
perature and zero pressure. In a, the black squares show the velocity of the solidification front
predicted in MD simulations, and the red line depicts fitting of (5.14) to the MD results. In b, the
red and blue bars represent the concentration of single interstitials and vacancies, respectively, aver-
aged over four simulations performed under the same conditions. The black bars show the standard
deviation of the mean calculated based on the four simulations

This application ofMDmodel is illustrated in Fig. 5.10 that shows the temperature
dependence of the velocity of the solid-liquid interface and the concentration of point
defects generated in silicon undergoing rapid solidification at different levels of
undercooling below the equilibriummelting temperature. The simulations start from
a solid-liquid coexistence system and are performed under constant undercooling and
zero external pressure. The velocity of the epitaxial growth of a (100) crystal-liquid
interface is evaluated at different temperatures, and the results are used to define the
parameters of the analytical dependence given by (5.14), as shown in Fig. 5.10a. The
analysis of the resolidified parts of the system reveals that a substantial number of
individual point defects and their clusters are generated in the rapid solidification
process. The concentrations of single interstitials and single vacancies are averaged
over four simulations performed under the same undercooling conditions, and the
results are shown in Fig. 5.10b as a function of temperature. The generation of
clusters of point defects is not observed in simulations performed at temperatures
higher than 0.9Tm. The computational predictions on the concentrations of vacancies
and interstitials left behind the rapidly advancing solidification front are used for
parametrization of the corresponding source terms in (5.15) and (5.16) used in the
continuum-levelmodeling of the laser-induced generation of crystal defects in silicon
targets (see Sect. 5.3.1).

The MD method has also been successfully applied to explain recent electron
backscatter diffraction measurements [150], which demonstrated strong effect of the
crystallographic orientation of grains in polycrystalline metal targets on the gen-
eration and accumulation of crystal defects in the surface region of the irradiated
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Fig. 5.11 The defect configurations predicted in TTM-MD simulations of (100), (011), and (111)
Ni targets irradiated by a 50 fs laser pulse at an absorbed laser fluence of 60 mJ/cm2. The top
row depicts atomic configurations where only the atoms that belong to crystal defects are shown
and are colored based on the local structure environment. The bottom row shows the dislocation
configurations, with dislocations colored based on their type. The configurations are shown after
complete resolidification of the targets

material. In order to adapt the classical MD method for simulation of laser inter-
action with metals, the description of the laser excitation of the conduction band
electrons, electron-phonon coupling, and electronic heat conduction is incorporated
into the model by combining MD with TTM discussed above, in Sect. 5.2.1. The
results of large-scale atomistic simulations performed with the combined TTM-MD
model [151] for Ni targets with (001), (011), and (111) surface orientations confirm
the significant influence of the crystal orientation on the formation of sub-surface
defects and provide detailed information on the defect configurations generated in
each target, as shown in Fig. 5.11.

The results of the simulations also reveal the mechanisms responsible for the
generation of dislocation in the three targets. The fast laser heating and the corre-
sponding stresses generated in the surface region of the irradiated targets result in
the emission of numerous Shockley partial dislocations in targets with (011) and
(111) surface orientations, with the latter exhibiting the highest density of disloca-
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tions activated in 3 different {111} slip planes and interacting with each other to
produce complex dislocation reactions. In the case of (100) target, however, even
though the thermal stresses have approximately the same magnitude as for (011) and
(111) surface orientations, the shear stress resolved on existing slip systems does not
reach the critical value required for the onset of dislocation emission. In addition
to the prompt dislocation emission during the dynamic relaxation of laser-induced
stresses, the generation of dislocation loops and other crystal defects takes place dur-
ing the resolidification of the transiently melted top regions of the irradiated targets.
In particular, even though no dislocation emission is observed in the simulation with
(100) surface orientation during the initial dynamic relaxation of the laser-induced
stresses, a number of dislocations are generated in this system during the following
propagation of the solidification front. In all simulations, the rapid advancement of
the solidification front results in the generation of a high concentration of vacancies
in the resolidified region, which can reach the level of 10−3 of the lattice sites, as can
be seen from the upper row of snapshots shown in Fig. 5.11.

One notable effect that is only observed in a course of the epitaxial resolidifica-
tion of the target with (111) surface orientation is the formation of a high density of
coherent twin boundaries, �3 {111}, at the final stage of the solidification process
[86], as shown in Figs. 5.11 and 5.12. The initial stage of the resolidification process
proceeds by the epitaxial regrowth of the crystal. The defect structure of the reso-
lidified region, however, changes abruptly when the temperature at the solidification
front drops down to about 0.86 Tm, and a large number of coherent twin boundaries
appear in the planes parallel to the advancing (111) crystal-liquid interface. The
depth of the region affected by the growth twinning as well the thickness of twined
domains predicted in atomistic simulation are in a good quantitative agreement with
the results of experimental study, as can be seen from the comparison of images
shown in Fig. 5.12b, c.

To predict the dependence of the thickness of the surface layer affected by the
growth twinning on laser fluence, a series of continuum-level simulations are per-
formed with the TTM enhanced with a description of nonequilibrium melting and
solidification [86]. The dependence of the velocity of solidification front calculated in
MD simulations and the threshold temperature corresponding to the onset of growth
twining are used to parametrize the continuum-level model. The predicted evolution
of temperature, melting depth, and depth affected by growth twinning is shown in
Fig. 5.12d. This example demonstrates the utility of a multiscale approach that elim-
inates the need to perform a series of computationally-expensive MD simulations
for each set of conditions.
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Fig. 5.12 Atomic configuration generated in a TTM-MD simulation of Ni (111) target irradiated
by a 50 fs laser pulse at an absorbed laser fluence of 60 mJ/cm2 (a), a representative vertical cross-
section of the surface layer of the resolidified target and 〈111〉 pole figure calculated for 20 nm
top region of the target (b), experimental results confirming the presence of twinned domains in
the surface region of laser-processed Ni (111) target (c), and the evolution of the melting depth
and temperature predicted in a series of continuum-level simulations parametrized based on MD
results (d). In a, only a top 30 nm surface region is shown, and atoms are colored according to the
local crystal structure environment. In b, the dashed white line shows the altering orientation of
atomic planes in the twinned domains in the left panel, and the original and new/twinned 〈111〉 axes
are marked by circles and triangles, respectively, in the pole figure shown in the right panel. In c,
transmission electron microscopy (TEM) dark field images of the central part of the irradiated laser
spot are superimposed to produce a false color image highlighting the spatial distribution of the
epilayers (green) and twinned domains (red) in the left panel, while electron backscatter diffraction
(EBSD) indexed crystal orientations are plotted in the 〈111〉 pole figure shown in the right panel.
In d, the gray region corresponds to the conditions of strong undercooling (T < 0.87 Tm), when
the growth twinning is predicted in the theoretical analysis and atomistic TTM-MD simulations;
different curves correspond to the different values of absorbed laser fluence marked in the plot in
units of J/cm2. The images are adapted from [86]
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5.4.2 Molecular Dynamics: Ablative Generation
of Laser-Induced Periodic Surface Structures

As already discussed above, the directmodeling of processes occurring on the scale of
an entire laser spot is not feasible with MD method, and the results of the atomistic
modeling can either be used for parametrization of a continuum model (e.g., see
Sect. 5.3.1) or mapped to different locations within the laser spot, thus producing a
“mosaic” view of processes occurring at different local fluences deposited within the
spot by the (typicallyGaussian) laser beam [79]. The latter approach, however, cannot
account for the long-range lateral (parallel to the surface) redistribution of the molten
material within the laser spot and the formation of large-scale surface topography
frozen in during resolidification. Thus, in general, the analysis of the lateral flow
in the molten pool remains squarely in the domain of continuum-level models, as
illustrated in Fig. 5.9 and discussed in Sect. 5.3.3. Only in special cases of strong
localization of the laser energy deposition down to submicron dimensions produced,
e.g., through tight focusing of the laser beam [152–155], local field enhancement in
the vicinity of a tip of a scanning probe microscope [156–159], or interference of
multiple laser beams [160, 161], large-scale MD simulations can be directly used for
investigation of the formation of frozen surface features in the course of the laser-
induced lateral material redistribution [93, 131, 160–162]. One example illustrating
the ability of MD simulations to provide a complete picture of the complex dynamic
processes leading to the submicron surface patterning is discussed below for the
single-pulse generation of LIPSS in the regimes of strong ablation [163] .

As discussed above, in Sect. 5.2.1, the formation ofLIPSS is related to the dynamic
optical response of the irradiated material to the ultrashort laser excitation, when the
interference of the incident laser wave and surface electromagnetic wave produces
spatial modulation of the laser energy deposition [45, 164]. Typically, LIPSS are
produced by repetitive irradiation of the same area by multiple laser pulses with
relatively low laser fluence, in the regime of surface melting and resolidification
[164–168]. It is generally believed that an increase of the laser fluence well above
the ablation threshold would result in disordering or even complete erasure of the
periodic structures by the recoil pressure of the ablation plume. A number of recent
studies, however, have demonstrated that the formation of high-quality LIPSS is
possible in the single pulse irradiation regime at laser fluenceswell above the ablation
threshold [47, 169–171].

In order to establish the mechanisms of the single pulse ablative LIPSS formation,
a large-scale TTM-MD simulation has been performed for a Cr target irradiated
by a 200 fs laser pulse [163]. The irradiation is assumed to produce a spatially
modulated energy deposition arising from the interference of the incident laser wave
and surface electromagnetic wave. The period of the sinusoidal modulation is taken
to be 260 nm, and the maximum and minimum of absorbed fluences are 2000 and
3000 J/m2 respectively, which corresponds to 20% modulation of the laser energy
deposition with respect to the average level of 2500 J/m2. The latter is approximately
70% above the phase explosion threshold for Cr target. The initial dimensions of the
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TTM-MD domain are 260 nm × 43 nm × 87 nm, which corresponds to 81 million
atoms, and the longest dimension matches the period of the laser energy deposition
profile.

The response of theCr target to themodulated laser energy deposition is illustrated
in Fig. 5.13, where a series of snapshots of atomic configurations obtained in the
simulation is shown up to 2100 ps after the laser pulse, when the surface of the target
completely solidifies. The simulation reveals that the fast heating of Cr target by
the laser pulse leads to an explosive decomposition of about 30–40 nm deep surface
layer into a mixture of vapor and liquid droplets. Lateral pressure gradients in the
plume generated by the spatially modulated laser ablation drive the vapor and liquid
droplets to the region located above the minima of the laser energy deposition at the
target surface. The material redistribution leads to formation of a high-density region
evolving into an elongated liquid wall extending up to ~600 nm above the surface of
the target. The upper part of the liquid wall disintegrates into droplets while the base
of the wall solidifies on the timescale of ~2 ns, producing a ~100-nm-long frozen
surface feature. Interestingly, while the amount of material removed from the trough
area of the modified surface corresponds to the ablation depth of ~40 nm, the frozen
surface protrusion extends above the level of the original surface of the target marked
by dashed rectangles in Fig. 5.13. This computational prediction is consistent with
the results of experimental study of the single-pulse LIPSS formation on Au surface
[170, 172], where frozen wall-like structures, similar to those shown in Fig. 5.13, are
observed. The computational insights into the LIPSS formation mechanisms may
help in designing approaches for increasing the processing speed and improving the
quality of the laser-patterned periodic surface structures.

5.5 Concluding Remarks

The overview of the diverse range of theoretical and computational approaches to
the description of laser-materials interactions provided in this Chapter illustrates the
ability of the advanced computational methods to provide a reliable description of
different facets of these complex phenomena. In particular, while further advances in
the theoretical treatment of the optical response of electronically-excited materials
are certainly desired, the current models reviewed in Sect. 5.2 do provide a descrip-
tion of the transient variation of the optical properties of metals, semiconductors,
and dielectrics excited by the laser irradiation that is sufficiently accurate for reli-
able evaluation of the fraction of the incident laser energy absorbed by the target, as
well as spatial distribution of the deposited energy within the target. Similarly, the
continuum-level models are capable of predicting the temperature evolution, elastic
and plastic deformation, generation of stress waves, phase transformations (melt-
ing, resolidification, amorphization, vaporization, and volume ablation processes),
hydrodynamic flow of transiently melted material, and generation of crystal defects
on the macroscopic scale of the whole laser spot, as illustrated by several examples
discussed in Sect. 5.3. Finally, the large-scale atomistic modeling has been demon-
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Fig. 5.13 A sequence of atomistic snapshots generated in a TTM-MD simulation of single pulse
ablative LIPSS formation on a Cr surface. The snapshots show a part of the systemwith z coordinate
ranging from−80 to 600 nmwith respect to the location of the original surface of the target marked
by the dashed rectangles. The atoms in the snapshots are colored by their potential energy, with
color scale ranging from −3.8 eV (blue) to −1.4 eV (red). With this coloring scheme, dark-blue
regions correspond to the solid phase, light-blue and green represent liquid phase and free surfaces,
and red atoms belong to the vapor phase. The images are adapted from [163]

strated to yield important insights into the mechanisms and kinetics of complex,
highly nonequilibrium processes involved in the laser-materials interactions. The
examples provided in Sect. 5.4 illustrate the ability of large-scale MD simulations to
reveal the critical information on the kinetics of laser-induced melting and resolidi-
fication, generation of crystal defects (vacancies, interstitials, dislocations, and twin
boundaries), as well as the rapid material ejection and redistribution leading to the
formation of LIPSS.

The remaining challenges include the incorporation of the detailed material-
specific information on the electronic structure into the theoretical treatment of the
transient optical and transport properties under conditions of strong electronic exci-
tation, design of a reliable description of the metastable states, nonequilibrium phase
transformations, and generation of crystal defects in the continuum-level models, as
well as the extension of atomistic modeling to complex multi-component materi-
als and multi-phase targets. Even more importantly, the development of integrated
computational tools synergistically combining and enhancing the capabilities of dif-
ferent models is clearly needed in the field of modeling of laser-materials inter-
actions. The factors that hamper the emergence of integrated models include the
complexity of the task of combining dissimilar physical concepts and computational
approaches, as well as the natural tendency of the research groups to focus on the
areas of their expertise. Close and long-term interdisciplinary collaborations are
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highly desired for making a disruptive progress in the theoretical and computational
description of laser-materials interactions. The establishment of such collaborations,
however, is often incompatible with current models of research funding, especially
when international collaborations are involved. An additional challenge is presented
by the computational complexity of models operating on different time and length
scales and incorporating advanced mathematical algorithms. Optimization of com-
putational codes for heterogeneous architectures of modern supercomputers is a task
that requires continuous involvement of experts in the high-performance computing
in the development of advanced multiscale models for laser-materials interactions.
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